In research we quite often face measurement problem (since we want a valid measurement but may
not obtain it), specially when the concepts to be measured are complex and abstract and we do not
possess the standardised measurement tools. Alternatively, we can say that while measuring attitudes
and opinions, we face the problem of their valid measurement. Similar problem may be faced by a

researcher, of course in a lesser degree, while measuring physical or institutional concepts. As such
we should study some procedures which may enable us to measure abstract concepts more accurately.
This brings us to the study of scaling techniques. . -

Scaling describes the procedures of assigning numbers to various degrees of opmll:m, ztt;lrtlzﬁs
and other concepts. This can be done in two ways viz., (i) making a judgement about some tc r?nrz o
of an individual and then placing him directly on a scale that has been defined 1n t€

: individual’s responses
characteristic and (ii) constructing questionnaires 1n such a way that 'fhe Sco;iizil::iwc onsisting of the
assigns him a place on a scale. It may be stated here that a scale 1s a cO et,c.) and the lowest

highest point (in terms of some characteristic €.8., preference, favourablenz?;;s. These scale-point
Point along with several intermediate points between these two c:xtremte Pbe the highest point; the
Positions are so related to each other that when the first point hapferilsst i :’ -
Second point indicates a higher degree in terms of a given Chara:hzrfoufth and -
Point and the third point indicates a higher degree as comp_ar.ed toare thus, assigne
Measuring the distinctions of degree in the attitudes/opimions are,
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jing techniques are broadly classified .into ‘comparative scaling techniques’ and ‘non-comparative
Sci 'mgtechni ques”. Comparative scales involve direct comparison of stimulus objects. Comparative
:EZI:H §ata are interpreted in relative? terms and are measured on ordinal scale. This technique is a
Lon-numeric scaling technique as ordinal data cannot be used for numeric operations. These techniques
are easy to understand and apply. They force the respondent to choose between the stimulus objects.
For example, respondents are asked whether the like to use toothpaste of brand ‘A’ or brand ‘B’.
The respondents have to choose one out of A’ or ‘B’ even if there is very small difference in their
liking of the two brands. The main disadvantage of comparative scales is the inability to generalize
beyond the stimulus objects. For example, if we want to compare a third brand of toothpaste ‘C’ with
the previous ones, we have to conduct a new study.

In non-comparative scales, each object is scaled independently of the others. For example, the
respondents are asked to give preference score on a 1 to 6 scale to brand ‘A’ of the toothpaste. Here
I'=not preferred at all and 6 = highly preferred. Similar scores can be obtained for brand ‘B and

¢ ’ . . N 1 1
C. Because of the numeric data and wide a lications, non-comparative scales are widely used in
research. , .

St ’nconh'p D r~ ~ n
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Now we present some comparative and non-comparative scales which are common]y seg

5.81 Comparative Scaling Techniques

Common comparative scaling techniques are
(i) Paired comparison
(i) Rank order

(1) Constant sum

A brief discussion on each of the above techniques is given below:

(i) Paired Comparison

formula of judgements required in a paired comparison is given by the
N R=1)
2

where N = number of Jjudgements

n = number of stimulj or objects to be Judged.
For instance, if there are te

N suggestions for b ini
there are 45 paired compariso I bargaining proposals ava

ns that can be made with them

ilable to a worker’s union,
there is the risk of respondents givi

en N happens to be g big figure,

under:

© illustrateqd as
Suppose there are four proposals which som

committee wants to know how the union m

a sample of 100 members might express the views as shown

€ union bargainin

. 8 Commiittee js oo - .
embership ranks tlfese proposals_(;:oorstls_erlng. The
In the following tablel-s Purpoge
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(it) Rank Order

Under this method of comparative scaling, the respondents are asked to rank their choices. Thi
method is easier and faster than the method of paired comparisons stated above. For example, with
10 items it takes 45 pair comparisons to complete the task, whereas the method of rank order simply
requires ranking of 10 items only. The problem of transitivity (such as A prefers to B, B to C, but(
prefers to A) is also not there in case we adopt method of rank order. Moreover, a complete ranking
at times is not needed in which case the respondents may be asked to rank only their first, say, four
choices while the number of overall items involved may be more than four, say, it may be 15 or20or
more. To secure a simple ranking of all items involved we simply total rank values received by each
item. There are methods through which we can as well develop an interval scale of these data. But
then there are limitations of this method. The first one is that data obtained through this method is
ordinal data and hence rank ordering is an ordinal scale with all its limitations. Then there may be the
problem of respondents becoming careless in assigning ranks particularly when there are many
(usually more than 10) items.

(iii) Constant Sum

Constant sum scaling technique is used to assess the relative importance attached by a respondent to
the stimulus objects. The respondent gives certain points to each stimulus object out of a fi PO; en o
points. This fixed sum is usually taken as 100, but it could be some other valye also. For xe surln :
family planing a holiday, fixes the budget of Rs. 50,000. They wish to plan the éxpen‘:;:?mp e,n
transportation, accommodation, food, drinks, and others. The constant sum is 50,000 in thi ures 1

which could be divided as : IS example

Transportation 10,000
Accommodation 20,000
Food 12,000
Drink 0
Others 8,000
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"he data obtained here i i
;Ihis iata is consideced l: nun:if'enc but cann(?t be generalized beyond the list of stimulus objects.
S0, s ot useful wi s ordinal data. This technique distinguishes the objects in less time.
y  However, it is not use with uneducated people or with large number of objects.

W/N{n-comparative Scaling Techniques

Most common non-comparative scaling techniques are
(i) Continuous rating or graphic rating
(i) Itemized rating
(i) Simple/multiple category scale
(iv) Verbal frequency scale
These techniques are discussed in brief as follows:

(i) Continuous Rating or Graphic Rating

The graphic rating scale is quite simple and is commonly used in practice. Under it the various
4  pointsare usually put along the line to form a continuum and the rater indicates his rating by simply
making a mark (such as \)at the appropriate point on a line that runs from one extreme to the other.
¢ Scale-points with brief descriptions may be indicated along the line, their function being to assist the
rater in performing his job. The following is an example of five-points graphic rating scale when we

2 . . -
g Wishtoascertan people’s liking or disliking any product:
: .
r How do you like the product?
h (Please check)
ut
" Like very Like some Neutral Dislike some Dislike very
much what what much
1y
Fig. 5.2
This type of scale has several limitations. The respondents may check at almost any position
along the line which is fact may increase the difficulty of analysis. The meanings of the terms like
to “very much” and “some what” may depend upon respondent’s frame of reference so much so that
of the statement might be challenged in terms of its equivalency. Several other rating scale variants
2 (g, boxes replacing line) may also be used.
o

i) ltemized Rating

A scale having numbers or brief description
terms of scale positions. The respondents se
object. Commonly used itemized rating scales are

s of each category is provided. Categories are ordered in
lect one of the categories that best describes the stimulus

(A) Likert Scales

Likert scales or summated scales are developed by utilizing the item analysis approach wherein a
Particular item is evaluated on the basis of how well it discriminates between those persons whose

otal score is high and those whose score s low. Those items or statements that best meet this sort of
discrimination test are included in the final instrument.
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Thus, summated scales consist of a number of statements which express either a favo
unfavourable attitude towards the given object to which the respondent is asked to react. The reur
il}dicates his agreement or disagreement with each statement in the instrument. Each ress
given a numerical score, indicating its favourableness or unfavourableness, and the scores
to measure the respondent’s attitude. In other words, the overall score represents the
position on the continuum of favourable-unfavourableness towards an issue.

abj,
Or
Ponden
poﬂSe i
are toty

Most frequently used summated scales in the study of social attitudes follow the pattern de;
by Likert. For this reason they are often referred to as Likert-type scales. In a Likert gcafw
respondent is asked to respond to each of the statements in terms of several degrees, us;:alle’ i
degrees (but at times 3 or 7 may also be used) of agreement or disagreement. For example Y i
asked to express opinion whether one considers his Job quite pleasant, the respondent may res , w:(?n
any one of the following ways: (i) strongly agree, (ii) agree, (iii) undecided, (iv) disagree, (v ) Si)ron \
disagree. o

We find that these five points constitute the scale. At one extreme of the scale there is strop,

agreement wuth_ the given statement and at the other, strong disagreement, and between them [j;
intermediate points. We may illustrate this as under:

[

L]

Strongly Agree Undecided Disa K
gree Strongly
agree (1) (2) (3) (4) disagree (5)
Fig. 5.3

. Each point on the scale carries a score. Response indicating the least favourable degree o job
satisfaction is given the least score (say 1) and the most favourable js given the highest scge (s F<)
These score—values are normally not printed on the instrument but are shown here just to irA ate
the scoring pattern. The Likert scaling technique, thus, assigns a scale value to each of IF > five
responses. The same thing is done in respect of each and every statement in the instrumem“ s
way the instrument yields a total score for each respondent, which would then measure the responc . 'S
favourableness toward the given point of view. If the instrument consists of, say 30 Statemen»fa the
following score values would be revealing. .

30 x 5 = 150 Most favourable response possible
30 x 3 =90 A neutral attitude
30 x 1 =30 Most unfavourable attitude.

The scores for any individual would fall between 30 and 150. If the score happens to be above
90, it shows favourable opinion to the given point of view, a score of below 90 would mean unfavourable
opinion and a score of exactly 90 would be suggestive of a neutral attitude.

Procedure: The procedure for developing a Likert-type scale is as follows:

(i) As a first step, the researcher collects a large number of statements which are relevant to
the attitude being studied and each of the statements expresses definite favourableness or
unfavourableness to a particular point of view or the attitude and that the number of

favourable and unfavourable statements is approximately equal.
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i) After the statements have been gathered, a trial test should be adminixtcrql to a number of
subjects. In other words, a small group of people, from those who are going 1o be studied
finally, are asked to indicate their response to each statement by checking one of the
categories of agreement or disagreement using a five point scale as stated above.

‘. M . . p > & P 2 < v’ ” el (
i) The response to various statements are scored in such a way that a response indicative of

the most favourable attitude is given the highest score of 5 and that with the most unfavourable
attitude is given the lowest score, say, of |.

v) Then the total score of each respondent is obtained by adding his scores that he received
for separate statements.

v) The next step is to array these total scores and find out those statements which have a high
discriminatory power. For this purpose, the researcher may select some part of the highest
and the lowest total scores, say the top 25 per cent and the bottom 25 per cent. These two
extreme groups are interpreted to represent the most favourable and the least favourable
attitudes and are used as criterion groups by which to evaluate individual statements. This

way we determine which statements consistently correlate with low favourabil ity and which
with high favourability.

Vi) Only those statements that correlate with the total test should be retained in the final
instrument and all others must be discarded from it.

LN 1 - e
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(B) Semantic Differential Scale

Semantic differential scale or the S.D. scale developed by Charles E. Osgood, G.J. Suci and PH, ‘;,
Tannenbaum (1957), is an attempt to measure the psychological meanings of an object to an individual, &I
This scale is based on the presumption that an object can have different dimensions of connotative
meanings which can be located in multidimensional property space, or what can be called the semantic
space in the context of S.D. scale. This scaling consists of a set of bipolar rating scales, usually of 7
points, by which one or more respondents rate one or more concepts on each scale item. For instance,
the S.D. scale items for analysing candidates for leadership position may be shown as under:

(E) Successful Unsuccessful
(P) Severe Lenient
(P) Heavy Light
(A) Hot Cold
(E) Progressive Regressive
(P) Strong —] Weak
(A) Active Passive
(A) Fast Slow
(E) True False
(E) Sociable Unsociable

3 2 1 0 -1 -2 -3

Fig. 5.4

"John W. Best and James V. Kahn, Research in Education, 5th ed., Prentice-Hall of India Pvt. Ltd., New Delhi, 1986, p. 183
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Candidates for leadership position (along with the concept—the ‘ideal’ candidate) may be
compared and we may score them from +3 to —3 on the basis of the above stated_Scales. (_The
eters £, P, 4 showing the relevant factor viz., evaluation, potency and activity respectively, written
along the left side are not written in actual scale. Similarly the numeric values shown are also not
written in actual scale.)

Osgood and others did produce a list of some adjective pairs for attitude research purposes and
concluded that semantic space is multidimensional rather than unidimensional. They made sincere
efforts and ultimately found that three factors, viz., evaluation, potency and activity, contributed most
to meaningful judgements by respondents. The evaluation dimension generally accounts for 1 /2 and
3/4 of the extractable variance and the other two factors account for the balance.

- M ma Vnsinnrn mbmean demer~le A I A1 OOTY™ 1. o1V ___
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(C) Stapel Scale

This scale was developed by John Stapel. This is a unipolar rating scale with usually 10 categories
numbered from —5 to +5. This scale does not have zero or the neutral point. Respondents rate how

each term describes the object by selecting the appropriate number. Positive number means the term
describes the object accurately, while negative number implies that the term describes the object
inaccurately. +5 means the highest degree of accuracy while —5 means the highest degree of in

accuracy. .
For example, consider the phrases (i) Tasty food, (if) Fast Service, and (iii) Good ambience for

arestaurant. A respondent is asked to rate how accurately these terms or phrases describe a specified

restaurant.
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+5 +5 +5
+4 +4 +4
+3 +3
+2 +2 +2
+1 +1 +1
Tasty Food Fast Service Good Ambience
-1 ~1 -1
-2 -2 -2
-3 -3 -3
-4 -4 -4
-5 -5 -5

The respondent selects +1 for “tasty food,” — 2 for ‘fast service’ and +3 for ‘good ambieng,
This means the respondent thinks that the phrase “tasty food” is accurate with a minimum degree of
accuracy, phrase ‘fast service’ is some what in accurate, while ‘good ambience’ is sufficien,

accurate. So according to the respondent the ambience of the restaurant is good, food tast is okay but
service is slow.

This method is applicable when the responses are rated on a single dimension. The method i

very economic and data can be collected over telephonic interview also. Some researches think thz
the method is confusing and of not much use.

(iii) Single/Multiple Category Scales

These scales are also known as dichotomous scales. Here we have two or more mutually exclusiv
responses. For example, — ‘Yes’ and ‘No’, “True’ and ‘False’. The respondent has to choose ol
one out of the given categories. It would be clear from the following example questions of z
questionnaire:

1. Do you play cricket ?
o Yes o No
2. What is your marital status?
o Unmarried o Married
o Divorce o Widower
3. What is your employment type?
o Salaried o Selfemployed business
o Self employed professional o Student
o Retired o Home maker
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These scales can also be generalized to have more than one responses. For example,

|, What do you own?
Car ] House ]
Computer ] Home theatre system [ ]

(]

What are you interested in?
Music ] Films []
Sports ] Reading ]

Travelling |

3. What do you like to do on internet?
Social networking [] E-mail ]
News reading ] Knowledge gaining [ |
Gaming ]

It should be ensured that the provided choice exhaust almost all possible answers of the asked
question. The choice ‘others’ may be given along with other choices. The collected data is on nominal
scale. The method is easy and very popular on internet surveys.

(iv) Verbal Frequency Scale
This scale is used when the respondent is unable or unwilling to give the exact numbers in the
answer.

For example,

How often do you eatout?

1. Frequently 2. Sometimes 3. Rarely 4. Never
This scale provides only an approximation of frequency and so the data is on ordinal scale.

Dimensions: In unidimensional scale, only one attribute of the object is measured. While, a
multidimensional scale considers that an object is described with several dimensions. For example,
the popularity of a restaurant can be measured by a single measure food taste. It can be defined on
multiple dimensions like food taste, service, cleanliness, ambience, etc.

Number of scale categories: Larger number of scale categories will provide better precision in the
collected data. However, it would become inconvinient for the respondent. So, the number of scale
categories is a trade-off between precision and convinience. It should be chosen with care.

Balanced and unbalanced scales: In balanced scale, number of favorable and unfavorable categories
are equal, while they are unequal in an unbalanced scale. The scale should be balanced in general to
collect an unbiased opinion. However, if the distribution of responses is likely to be skewed on one
direction, an unbalanced scale having more categories on the opposite direction is used.
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5.2 g CLASSIFICATIONS OF;MEASUREMENT{SCALES

/
" From what has been stated above, we can write that scales of measurement can be considered in

terms of their mathematical properties. The most widely used classification of measurement scales
are: (a) nominal scale; (b) ordinal scale; (¢) interval scale; and (d) ratio scale.
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) _mom(l‘nal scale: Nominal scale is simply a system of assigning number symbols to eventg
order jto label them. The usual example of this is the assignment of numbers of basketba]|
players in order to identify them. Such numbers cannot be considered to be associated with

an ordered scale for their order is of no conseque

nce; the numbers are just convenient

labels for the particular class of events and as such have no quantitative value. Noming|
scales provide convenient ways of keeping track of people, objects and events. One cannot
do much with the numbers involved. For example, one cannot usefully average the numbers
on the back of a group of football players and come up with a meaningful value. Neither
can one usefully compare the numbers assigned to one group with the numbers assigned to

another. The counting of members in each group is the only possible arithmetic operation
when a nominal scale is employed. Accordingly, we are restricted to use mode as the
measure of central tendency. There is no generally used measure of dispersion for nominal
scales. Chi-square test is the most common test of statistical significance that can be
utilized, and for the measures of correlation, the contingency coefficient can be worked

out.

Nominal scale is the least powerful level of measurement. It indicates no order or distance
relationship and has no arithmetic origin. A nominal scale simply describes differences
between things by assigning them to categories. Nominal data is, thus, counted data. The
scale wastes any information that we may have about varying degrees of attitude, skills,
understandings, etc. In spite of all this, nominal scales are still very useful and are widely
used in surveys and other ex-post-facto research when data is being classified by major

sub-groups of the population.

(b) Ordinal scale: The lowest level of the ordered scale that is commonly used is the ordinal
scale. The ordinal scale places events in order, but there is no attempt to make the intervals
of the scale equal in terms of some rule. Rank orders represent ordinal scales and are

frequently used in research relating to qualitative
graduation class involves the use of an ordinal scale.

phenomena. A student’s rank in his
One has to be very careful in making

statement about scores based on ordinal scales. For instance, if Ram’s position in his class
is 10 and Mohan’s position is 40, it cannot be said that Ram’s position is four times as good
as that of Mohan. The statement would make no sense at all. Ordinal scales only permit the
ranking of items from highest to lowest. Ordinal measures have no absolute values, and the
real differences between adjacent ranks may not be equal. All that can be said is that on¢
person is higher or lower on the scale than another, but more precise comparisons cannot

be made.

Thus, the use of an ordinal scale implies a statement of ‘greater than’ or ‘less than’ (an
equality statement is also acceptable) without our being able to state how much greater Of
less. The real difference between ranks 1 and 2 may be more or less than the difference
between ranks 5 and 6. Since the numbers of this scale have only a rank meaning, th¢
appropriate measure of central tendency is the median. A percentile or quartile measure is

used for measuring dispersion. Correlations are restr

icted to various rank order methods-

Measures of statistical significance are restricted to the non-parametric methods
(c) Interval scale: In the case of interval scale, the intervals are adjusted in terms of some

rule that have been established as a basis for making

the units equal. The units are equal

only in so far as one accepts the assumptions on which the rule is based. Interval scal€s
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can have an arbitrary zero, but it is not possible to determine for them what may be called
an absolute zer? or the unique origin. The primary limitation of the interval scale is the lack
of a true zero; it does not have the capacity to measure the complete absence of a trait or
characteristic. The Fahrenheit scale is an example of an interval scale and shows similarities
in what one can and cannot do with it. One can say that an increase in temperature from
30° to 40° involves the same increase in temperature as an increase from 60° to 70°, but
one cannot say that the temperature of 60° is twice as warm as the temperature of 30°
because both numbers are dependent on the fact that the zero on the scale is set arbitrarily
at the temperature of the freezing point of water. The ratio of the two temperatures, 30°
and 60°, means nothing because zero is an arbitrary point.

Interval scales provide more powerful measurement than ordinal scales for interval scale
also incorporates the concept of equality of interval. As such more powerful statistical
measures can be used with interval scales. Mean is the appropriate measure of central
tendency, while standard deviation is the most widely used measure of dispersion. Product
moment correlation techniques are appropriate and the generally used tests for statistical
significance are the ‘t” test and ‘F’ test.

(d) Ratioscale: Ratio scales have an absolute or true zero of measurement. The term “absolute
zero’ is not as precise as it was once believed to be. We can conceive of an absolute zero
of length and similarly we can conceive of an absolute zero of time. For example, the zero
point on a centimeter scale indicates the complete absence of length or height. But an
absolute zero of temperature is theoretically unobtainable and it remains a concept existing
only in the scientist’s mind. The number of minor traffic-rule violations and the number of
incorrect letters in a page of type script represent scores on ratio scales. Both these scales
have absolute zeros and as such all minor traffic violations and all typing errors can be
assumed to be equal in significance. With ratio scales involved one can make statements
like “Jyoti’s” typing performance was twice as good as that of “Reetu.” The ratio involved
does have significance and facilitates a kind of comparison which is not possible in case of

an interval scale.
Ratio scale represents the actual amount of variables. Measures of physical dimensions

such as weight, height, distance, etc. are examples. Generally, all statistical techniques are
usable with ratio scales and all manipulations that one can carry out with real numbers can
also be carried out with ratio scale values. Multiplication and division can be used with this
scale but not with other scales mentioned above. Geometric and harmonic means can be
used as measures of central tendency and coefficients of variation may also be calculated.

Thus, proceeding from the nominal scale (the least precise type of scale) to ratio scale (the
most precise), relevant information is obtained increasingly. If the nature Qf the valrlat.)les
permits, the researcher should use the scale that provides the. most precise desc'rlptlon.
Researchers in physical sciences have the advantage to descrlbe. varlab'les in l"atl'O scale
form but the behavioural sciences are generally limited to describe variables 1n interval

scale form, a less precise type of measurement.
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fypes of Statistical Analysis

S“[is[}cal analysis 1s .used for estlfnating the values of unknown characteristics (parameters) of
& population and for tt.astmg hypothesis for drawing inferences. Analysis may therefore be b ")d;)
Jyssified 1010 (1) descriptive analysis and (2) inferential analysis -

pescriptive Analysis

.ThlS typc.of analysis describes the nature of an object or phenomenon under study. This analysis
mvides us with profiles of organisations, work groups, persons and other subjects on any of a
mlitude of characteristics such as size, compositions, efficiency, preferences etc.

This sort of analysis may describe data on one variable, two variables or more than two variables.
Axcordingly it is called univariate analysis, bivariate analysis and multivariate analysis respectively.

Multivariate analysis consists of (@) multiple regression analysis, (b) multiple disgriminam analysis,
) cannonical analysis, (d) multivariate analysis of variance and (e) factor analysis.
() Multiple Regression Analysis is made when one dependent variable is presumed to be a
function of two or more independent variables. |
(b) Multiple Discriminant Analysis is appropriate when the dependent variable cannot be
measulied but can be identified with a particular group on the basis of several predictor
variables.
(c) Cannonical Analysis 1
. e . with a set o
from their joint covariance

f Variance the ratio of ‘among group variance’ to ‘within
O d e Analiycsllsnoa set of variables. This 18 useful for testing hypothesis concerning
1 » is worked O
group variance’ 18 W

i es among group responses to experimental manipulations.
mulihars® dlffefenc eful for grouPing a large number of variables into a few independent
(¢) Factor Analysis 1S us

factor dimensions:

ed for simultaneously predicting a set of dependent variables
- f independent variables.

Inferential Analys' .« concerned with drawing inferences and conclusions from the findings ocfl
1 S M M . . P . . . P . "
Inferential analy®'” lare swo areas of statistical ‘nference, viz, (a) statistical estimation an
heré
a research study: .

(b) the testing of h
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298 METHODOLOGY OF RESEARCH IN SOCIAL SCIENCES

(a) Statistical estimation involves estimation of the population parameters from the regy of
sample data analysis. In order to arrive at accurate estimates of parameters, the researcher
has to effectively deal with three problems: (i) the precise definition of population, (ii) th
determination of adequate sample size, and (iii) the selection of a representative sample,

(b) Testing Hypothesis: Hypotheses are tested with tests of significance. This testing involves
the assessment of the probability of specific sampling results under assumed population
conditions. Assumptions about the population parameters are made in advance and the
sample then provides the test of these assumptions. An inference is also drawn about the

relationships among variables.
Inferential analysis enables us to make decisions and draw conclusions from studies which could
otherwise not be feasible because of the size of the universe or of prohibitive costs of a census survey
or of destructive testing procedures as in quality control.
Inferential analysis involves an estimate of the accuracy of the inference called reliabiliry. The
reliability is expressed in terms of probability determined from the relevant statistical distribution i-¢

confidence levels.
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'RES OF RELATIONSHIP
n by managers and researchers ar base,

A significant part of decisions take h ;

on the prediction of future trends which are made on the basis of elationsy,
d what is to be estimated. The Measyr,

€3

between what is already known anc e _
which are used to determine the relationship between variables are knowp, ,

h are measures Of relationship. The (WO most commonly used measures aré
n identifies the degree of relationshy

e he ,rrelation and regression. Correlatio
n is used to study the nature of relationship

gtween _ :
wmn as between (WO variables and regressio
d effect relationship.

hips. and develop a cause an

. Co-rrelation Analysis
Correlation is concerned with identifying the association between two or

more variables.
It can be classified as :
(a) Positive and Negative Correlation. If both the variables move in same
direction i.e. increase in one variable leads to increase in other variable and
ned vice versa then they are said to be positively correlated. When the variables
rease in one variable and vice versa leads to

the move in opposite direction i.e. incC
termed as negative correlation.

> O jecrease in other variable then it is
(b)Simple, Partial and Multiple Correlation. When only two variables

are to be studied it is termed as simple correlation. When the relationship 1s
d as multiple correlation. In

studied for more than two variables then it is terme
partial correlation, the effect of only two variables is studied simultaneously at
ore than two variables are recognised

a point and others are kept constant /.. m
but the relationship of only two is studied at a point of time simultaneously.

(c) Linear and Non-linear Correlation. When the amount of change in
one variable bears a constant ratio to amount of change in other variable then it
is linear correlation. However if the amount of change in one variable does not
bear a constant relationship with other variable than it is 2 non-lin¢ar
correlation.

Correlation can be studied using various methods like scatter diagram
method, Karl Pearson’s co-efficient of correlation, Spearman'S ran:](
(whiC

correlation, concurrent deviation method and least squares method
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/ CHI-SQUARE TEST

1 INTRODUCTION
In our discussion on hypothesis testing in the previous chapters, it was seen
that hypothesis tests can be parametric tests or non parametric tests. The
former tests are based on certain assumptions regarding the population or
distribution e.g. we assume that the samples have been drawn from normally
distributed population. The most common of these tests t, F and Z tests have
been discussed in detail. The other category of tests namely non-parametric
tests are an answer to the rigidly defined assumptions of parametric tests. i

These alternative set of tests make no assumption about the parameters of
the population from which we draw our samples. The fact ’

tribution free and can be used with any type of population
t can be

population or about

that these tests are dis
make them a popular choice with the researchers. The chi-square tes

1 as nonparametric test for comparing the variance

used as a parametric as wel
ndence or as a test of goodness of fit.

of the population; as a test of indepe

R

[] 1’ DISTRIBUTION

The chi square test is represented by the sy

greek letter ‘chi’. This test was first used by K

most widely used test today. :

Through the x? test we are able to determine the extent of difference

2 test helps us 1o between the the_or.y or expected value and the observed or the actual value.
Mathematically 1t 1S defined as follows :

jetermine the extent of
1ift the
erence  between (O-'E)2
=z
E

heory or expected value
ind the observed or the

IO VLS. Where, O = Observed frequencies
E = Expected frequencies.

mbol %2 and owes its origin to
arl Pearson and is one of the
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] 1 AS A NON-PARAMETRIC TEST

x2 as a test of indepen-
dence can establish if two
or more attributes are

associated or independent.

x2 as a test of goodness of
fit is used to determine how
well a theoretical distribution
fits on the observed data.

xz as a test homogeneity Is
used to find out if two or
more randomly selected

independent samples have
been drawn from the same

population or not.

As stated earlier %2 is one of the most popular non-parametric test. The 2
is especially useful where nominal data is used, although it can be used fo,

higher scales also. The applicability of 32 can be summed up as follows.

. x2As a test of independence

Using x? as a test of independence, _
attributes are associated or independent e.g. 2 doctor may be interested ip
knowing if the new BCG vaccine is effective in controlling the target diseases

or not. A sociologist may be interested in knowing if there is any relationship
To test for all these examples, we

between divorce rates and working wives.
iation between the attributes

start with the null hypothesis that there is no associ
specified i.e. the attributes are independent. The decision 18 taken on the basis

of following criteria :

Acceptance criteria :
value of %2 is less than the table value o
and it can be said that the attributes are independent.

Rejection criteria : However, if for a specified significance level the
calculated value of x? is greater than the table value of 2, it calls for rejecting
the null hypothesis thereby conveying that the attributes are related.

we can establish if two or more

If for a specified significance level the calculated
f 2 item, null hypothesis holds good

II. x2as a test of goodness of fit

As the name suggests, x* can be used to determine how well a theoretical
distribution (e.g., poisson or normal) fits on the observed data or how
appropriately a theoretical distribution fits empirical distribution. Although,
when we fit a theoretical curve to an empirical data, on inspection one can tell
how well the distribution is in accordance to the observed data. However using
x2 gives us a precise value of the fit. The null hypothesis is based on the
assumption that there is a concordance between the theoretical distribution and
observed data. The criteria of acceptance and rejection are the same as for test
of independence. An acceptance of null hypothesis states that the fit is good
and a rejection conveys that the fit is poor. However, a word of caution is
given by Chou?,“It should be borne in mind that in repeated sampling, 00
good a fit is just as likely as too bad a fit. When the computed chi square value
is too close to zero we should suspect the possibility that two Sefs of
frequencies have been manipulated in order to force them to agree and
therefore the design of our experiment should be thoroughly checked.”

lil. As a test of homogeneity

A corollary of test of independence, there is a test of homogeneity. This
test is used to find out if two or more randomly selected independent samples
have been drawn from the same population or not. This test is different from
test of independence on two counts : Firstly test of independence tries {0 find
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out if one attribute is independent of another whereas test of homogeneity tries
to find out if the random samples have been drawn from the same population.

Secondly, test of independence uses a single sample whereas the latter uses two
or more samples.
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] CHARACTERISTICS OF RESEARCH

An understanding of the meaning of research puts us in a position to list

the characteristics of research.

1. A research aims at solving a problem.
2. Research is purposive i.e. it deals with a well defined significant

problem.

A research gathers new knowledge and brings to the forefront

hitherto unexplored and unexplained phenomenon.

4. Research involves collection of primary data from first hand sources
or involves use of existing data for a new purpose.

Research activities are carefully detailed and clearly outlined through
a research design. These activities are defined by carefully designed

procedures and analysis tools.

3.
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Research requires a degree of expertise and skill. A research worker

iIs expected to be knowledgeable about the intricacies involved in
carrying out a research.

Research should be objective and logical. The findings should be free
from bias and the results should be carefully verified.

Every process, term and tool used in the research should be carefully
documented and reported.

The research should target towards the discovery of general
principles or theories which can find application to a wide range of
problems in the present and future context.
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OBJECTIVES OF RESEARCH

Research is primarily concerned with production of knowledge. It is the
process of discovering the unknown and rediscovering the known. Although
' can be carried out SVETY research has its own set of objectives, yet research can be conducted with
e objective to any of the following four broad objectives in mind :
) (i) describe . ) ..
sse (iv) determine I. To Explore. Research can be carried out with the purpose of gaining
ationship. familiarity with a particular topic or to gain insight into unexplored areas. Such
a research is termed as exploratory research and is often « »rried out before
formulating a hypothesis e.g. a domestic company may - 'nk of setting up its
manufacturing operations abroad. This kind of invesunent is new to the
company and the initial research conducted to explore the possibility of this
new idea can be termed as exploratory research.

II. To Describe. Quite often a research can be carried out with the
objective of describing a particular situation, event or an individual e.g. a study
can be carried out to study the voting pattern in a particular state on the basis
of gender, economic status, religion etc. as observed in the previous election.
Such researches are termed as descriptive studies. Since these studies are
about events that have already taken place, these studies are also called as ex-

post facto studies.

II1. To Diagnose. When a study is carried out with the objective of finding
out how frequently a particular event is associated with another event, it is
termed as diagnostic study e.g. a fast food chain has conducted a research to
find out the feasibility of setting up an outlet in a multiplex. The chief objective
of this study is to find out that how often people eat their meal outside when
planning to watch a movie. Doctors frequently employ diagnostic methods to
discover what it is that ails the patient. Numerous questions are asked from the
patient and through symptomatic and clinical investigation the doctors can then
give a diagnosis. Such studies are called as diagnostic studies.

IV. To establish Causal Relationship. A research can be done with the
objective of finding out the causal relationship between the dependent vanab.les
with independent variables. Such research are called as hypothesis testing
research e.g. a research carried out to establish the relationship between polio
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d its effectiveness in controlling

jable) an . :
ent variable) le) is a hypothesis testing research,

vaccine (independ ariab

occurrence of polio (dependent Vv

] TYPES OF RESEARCH

Research for the sake of
enhancing knowledge s
termed as basic research

Applied Research is termed
as 'need based” research
having  high  practical
relevance.

lata based research in
ich primary data is
llected and the data is
alysed and subject to
rpothesis testing is called
npirical research.

alitative research s
wcemed with qualitative
ynomena generally

dlving study of human
aviour.

classified on the basis of purpose, time, methodo]q gy

Research can be sify research as Basic or App]ieci

setting etc. However one can broadly clas

research. ]
I. Basic Research. Research for the sake of enhancing knowledge is

termed as basic research. Basic or Pure research is donp with the intention of
overpowering the unknown. It is an intellectual crxploratlon and the' outche of
such research may or may not have any pract{cal relevance.. It Is primarily
concerned with developing and formulating theories and generalisations.

T —

According to Travers', “Basic Research is designed to add to an organizeq
body of scientific knowledge and does not _necessanly producp results of
immediate practical value.” Such a research is time and cost intensive. I'_iowever
the relevance of basic research cannot be undermmgd. A research, wh!ch may
not appear to have future utility, may come up with the most startling ang

unexpected results of high value.

II. Applied Research. Applied or practical research is termed as ‘need
based’ research having high practical relevance. The goal of applied research
in terms of adding to scientific knowledge base acquires a secondary position.
The basic aim of such research is to find solutions to problems being faced by
the society, government or the business. Since it is specific in nature, is result
oriented and is driven by a clear aim, the time and cost factors are well planned
and budgeted. Another form of applied research is action research. The
difference between the applied and action research is that the former may be
taken by a research to find results for a problem being faced by a third party.
However action researcher has a condition attached that the researcher is also
the practitioner. Hence action research is being undertaken by a researcher to
improve upon his own practices.

II. Empirical Research. This is a data based research in which primary
(first hand) data is collected and the data is analysed and subject to hypothesis
testing. Often referred to as experimental research, the researcher tries to
manipulate the independent variables within the research design set by him and
then study its effect on the variables under study. The findings from such a

nﬁght be selected and the sn‘de is systematically conducted. The findings
derived frgm sample export units would hold true for the whole population i.e.
for the entire export sector, Such a research is called as an empirical research.
Iv. o .
edng:lhtatlve_ R_&search. As the name Suggests, this research is
concerned with qualitative phenomena generally involving study of human
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Quantitative research
involves the measurement

of a phenomena
quantitative terms.

Longitudinal research is
spread over a long period of

time.

Research involving creation
of an artificial environment
which is very similar to real

environment is
simulation research.

called

—

behaviour. Such a research tries to measure the attitudes and opinions of the
people using the technique of interview and observation. Various projective
techniques like-.thematic apperception test, word association test, sentence
completien test are used. Such a research is also called as motivation
research. An example of this kind is the opinion surveys being carried out by a
firm to find out the response of the customers to its product and advertisement
using any of the above mentioned techniques. Qualitative research is needed in
situations where it is not possible to quantify the phenomena and the responses
are going to be of subjective nature.

V. Quantitative Research. It involves the measurement of a phenomenon
in quantitative terms. The results of such research are subject to intensive
quantitative and statistical analysis. An example of this kind of research is a
study conducted to find out the proportion of school students using self driven
vehicles for commuting to school for a given area. Another example of
quantitative research is the survey conducted to document the demographic
profile of am area and establish patterns between various factors like income
and residential area, education and job profile etc. Many a times a debate is
carried out about the utility of qualitative research vis-a-vis the quantitative
research. Social scientists have often debated upon the correct approach for
social research. However it has been seen that there is an inter- dependence
between the two. Qualitative research often looks towards quantitative data to
support their theories and quantitative research often looks for support in
existing theories.

VI. Longitudinal Research. Longitudinal research is generally spread
over a long period of time. In this kind of study the problem or the phenomena
is studied over a consecutive stretch of time e.g. in marketing research a panel
of potential consumers can be chosen. They are subject to variations in the
advertisement to judge the most effective advertisement campaign and their
purchasing behaviour is recorded after exposure to each advertisement.
Conclusive results are obtained after observing their behaviour over a
considerable stretch of time.

VII. Simulation Research. As the word ‘simulation’ suggests, this
research involves the creation of an artificial environment which is very similar
to the real environment. Thereafter, within this artificial environment the
variables are manipulated and studied. e.g. in order to study the consumer’s
spending behaviour, he can be given Rs. 1000 and his buying behaviour can be
recorded in an outlet very similar to an actual retail environment. Simulation
research thus permits us to observe the dynamic behaviour of the consumer
under controlled conditions.

Apart from the above classifications research can be classi :
research where old historical matter like documentaries, autobiogm.phles,
articles is researched. It can be conclusion oriented where the researcher is free
to choose a problem of his choice. It can be decision oriented where the
problem is given to the researcher and he has to work on it to provide the

selutions.

fied as historical
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1 RESEARCH PROCESS

According to Horton and Hunt?, the scientific method of research
comprises of the following basic steps :
(1) Defining the problem

(i) Review of literature

(iii) Formulation of hypothesis

(iv) Developing a research design

(v) Collection of data

(vi) Analysis of data

(vii) Drawing conclusions
(viii) Replicate the study for generalisations
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The various stags of scientific research process are -

Phase |: [dea Generation

Assess Problem

2

Theoratical Analysis
of the Problem

v
Defining the Problem _

Y

Phase Il: Manage Research Problem

Develop Hypothesis and Objectives

]
! y Rejection
Research Proposal | Stop
.i v '
Defining the Problem

v

Phase Ill: Research Design implemegtation

Drawing a Sample
L 2
Designing the Instrument
_ . 4
Defining the Problem

Phase |v-: Knowledge Creation

0
_e8earch process steps. Depending on each
fr S€ Variations “an be repeated or circymvented.
studied j o 2r¢h pr Cess. Alth OnS, it is possible for us to develop 2
Breater detai] Ough each of the steps discussed here are
“equent Chapters, a brief overview can b
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provided at this stage. Figure 1A.1 shows the detailed sequence of research
process. Each of these steps is the natural outcome of the previous steps, but
these steps are not mutually exclusive. It is possible for instance to develop our
research objectives and working hypothesis simultaneously.

PHASE-I : IDEA GENERATION

1. Assess Problem Area. To start a research, we first of all need to
discover the problem which demands solution. Any researcher is pretty sure of
the subject on which to conduct his research, but the exact problem area may
remain elusive. The best way to identify the problem would be to look for an
unresolved query, a gap in the existing knowledge or an unfulfilled need within
the chosen subject. Although the world is teeming with unsolved queries, yet
not every question is suitable for research. Researcher should take care that the
problem should be one which can be clearly identified and formulated. Further,
while choosing the research area the researcher should look into the availability
of information relevant to the topic. Mere availability is not enough, it should
also be accessible. Sometimes the information is available but due to the
confidential nature of the same, or the cost of obtaining the information beirg
too high, it might not be accessible to the researcher. Hence the researcher
should wisely choose the topic of research and show patience and thoroughness
in finalizing the topic.

2. Theoretical Analysis of the Problem. The next step is to become
familiar with the problem and formulate it clearly. Literature survey involves a
comprehensive review of published and unpublished work from the secondary
sources of data available in the relevant area of study. The researcher at this
stage may review all the available conceptual literature concerning the theories
and concepts related to the problem as well as the empirical literature
comprising of studies done earlier and bearing similarity to the problem under
study. It is also possible for the researcher to get in touch with people who
have authored books or conducted research relevant to his area of study.
Literature review helps the researcher in two ways ; firstly it helps him in
specifying his research problem in a meaningful context, secondly it would
provide him with an insight into the methods and techniques adopted for
handling such problems. The researcher can either access bibliographic
databases which display only the bibliographic citations like name of the
author, title of the book, publisher, year, volume and page number. He can
also use abstract database which along with bibliographic citations also
provides him with an abstract of the article. The researcher can also use full
text darabases which contain the entire text.

3. Problem Definition. Initially the focus of the problem is ambiguously
defined. However after the literature review, the researcher is now in a
position to formulate his problem clearly.

In the words of Albert Einstein® “The formulation of a problem is far more
essential than its solution, which may be merely a matter of mathematical or
] experimental skill",
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A problem well formulated will alone yield fnfitful resum

wu\P for the wrong questions have no value. It ig 2 Clegr " The
answer:

i i r
ement of the matter that is to be mvesﬁgated_ ; preCise i,

oncise  stat . : i i '
concise St ¢t oriented information gathering question, Ty, ¢ Droha"“
statement is a fac loped " Objecg,

‘ his stage are clearly devcloped. cl""cl '
the study at this ! RN

PHASE-Il : MANAGE RESEARCH PROBLEM |

4. Developing Hypothesi§ and Objectives. A hypothegjg s a, |
assumption regarding the so‘lutlon to the problem under stu(':]y‘ The hyema"”t
is the focal point around which the future research effons Will be direclz.:hm‘
kind of data to be collected, the 'to‘ols of analysis ,are_‘“ﬂuenced b.
hypothesis. The hypothesis is a predictive statement which jg made i they]-
of the available facts relating to the problt?m under study, o 4 Slgh[
conducted to find the amount of research investment being done byt"'iyc
companies will have the following hypothesis :

Hy : Companies invest 1% of their sales revenue in research activitieg.
H, : The companies spend less than 1% of their sales revenue,

The Hy is called as the null hypothesis which assumes there s p,
difference between the population parameter and the sample mean and the H_ jg
called as the alternative hypothesis which presents the alternativ
hypothesis thus presents a relationship between the different vari
of social research relating to human behaviour, the hypothesi

making a prediction about the population parameter. A hypothesis Serves as 3
guide to the researcher and helps him in maintaining a focus on his study.

€ solution, A
ables. In cage
s helps us ip

proposal is a brief summary outlining
the objectives of study and the modus operandi of conducting the research. In

case of a thesis, the research proposals are in the form of a synopsis stating the
research objectives, the proposed methodology of research, benefits of study
along with a detailed bibliography. In case of business or government
organizations the research proposal, in addition to the above information will
contain information about the researcher’s qualification, the time and cost

required during research.

very important and should be prepared carefully especially when it is to be
reviewed by the concerned auth

; orities for approval to conduct further research.
Apart from it the research pro

6_' Research Design. Once
SIEp 1S to work out the research

conditions for Collection and
much and th

the researcher is given the go-ahead, t.he next
design in detail. Research design outlines the
analysis of data. The what, when, where, ho¥
€ method of data collection are detailed in the research design.

It will specifically contain information about :

(a) The Sampling Design ‘
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(b) Instrument Design
(c) Data Collection Design

(@) The Sampling Design. While conducting the research all the items
which are a part of the study constitute the universe of research. If a research
involves the study of each and every unit of the population, it is termed as a
census survey. However it is generally not feasible to conduct a complete
enumeration survey, especially if the universe of the study is very vast. e.g.
TRPs of TV programmes are developed on a sample basis rather than covering
all the households of an area. Hence a part of universe is studied by drawing a
sample and the plan devised to draw a sample is termed as sampling design. A

sampling design will include a decision on the sampling unit, the sample size
and the sampling method.

‘Sampling unit’ is the most elementary unit which would be a part of the
study e.g. in a survey on newspaper readership pattern, a single household
comprising of all the members of the household can be regarded as a sampling
unit. In another study on consumer preference for soft drinks an individual can
be the sampling unit of the study.

Next a decision on ‘the size of the sample’ is taken. The size depends on
factors like the availability of time and funds to the researcher, the ability of
the researcher, the size of the population and the nature of the population e.g. a
homogeneous nature of the population calls for a small sample size whereas a
heterogeneous population can be represented adequately by a large sample size
only. The important thing to remember is that the sample size should be such
as to adequately represent the population.

(b) Instrument Design. Instrument refers to the questionnaire or the
schedule that the researcher would use to collect data. The researcher while
designing the questionnaire must think in terms of :

1. Type of Data. It determines whether the data will be collected in a
nominal, ordinal, interval or ratio form. A nominal data has no
order, distance or origin, ordinal data has an order but no distance
and origin, an interval data has order and distance but no origin and
a ratio data has order, distance as well as a unique origin.

2. Communication Approach. Before designing the instrument the
researcher has to decide on how to collect the data i.e. through
mailed questionnaire, interview or observation e.g. in case of a
questionnaire the researcher might use some graphic questions which
would not be possible if the telephonic method of interview was
used.

3. Question Structure. This decides the type of questions and their
order. The instrument can be completely structured having a set of g
direct questions arranged systematically or it could be an indirect |
unstructured questionnaire where the questions are arranged
haphazardly in indirect manner. It could also be a combination of the
above two approaches.
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. the endeavor of every researcy,
ion Wording. It should be : IEr to
* l%l\l:snggstioﬂs with simple words leaving 10 scope for ambjgy; :
Long qquestions are to be avoided and the wording shoulq not pe

biased. .
(c) The Data Collection Design. The method of gathering the da, is

i i ' The data can be collected through an

ed in data collection design. | '
Plam:_iment conducted in controlled settings or 1t c.an be conducted. through field
:ul?veey The survey can be a simple one involving data collection from one
source'or it could involve areas spread all over the world. Hence a wel]

planned data collection design becomes necessary.

PHASE-IIl : RESEARCH DESIGN IMPLEMENTATION

7. Drawing a Sample. A researcher can use a non-probability method or 3
probability method of sampling. In case of non-probability methqd of seleeting
a sample, an element of bias is involved. The probability of a unit being a part

of the sample is not known.

Under this method one can adopt :

() Convenience sampling where information is collected from people
who are conveniently available e.g. our colleagues, neighbors or
friends.

(i) Purposive sampling where certain specific people are deliberately
made a part of the sample.

(iii) Judgement sampling where the choice is made of subjects who are
so placed as to provide the best information.

(iv) Quota sampling is like purposive sampling, except that it ensures
that a group is adequately represented through the assignment of
quotas.

Probability method of sampling involves giving every member a known
and unbiased chance of being a part of the sample. Few probability methods
are:

(i) Simple random sampling where using lottery method or random
tables every unit is given an equal chance of being selected.

(i) Stratified sampling is used when the population has distinct
categories or stratas e.g. on the basis of gender, population can be
divided info males and females. If the proportion of members from
different stratas in the sample from different stratas is the same as in
Proportion in the population it is termed as proportionate stratified
sampling, else disproportionate stratified sampling.

(i) Clustelt sampling and area sampling are two methods in which
populat.lon forms clusters on the basis of some characteristics. The
Populatlcm 1s divided into clusters or segments and the entire cluster

where Segments have been drawn on the basis of geographical area
and the entire area is made a part of the sample.
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(iv) Systematic sampling involves choosing the sample according to a

pre-determined series e.g. every tenth item
£. on the el
be made a part of the sample. electoral rolls can

'8. !)esignmg the Instrument. Decision on the instrument has been mad
ez.n'ller in research design. The researcher will now design it and subject it te
Pdot testing. Pilot testing detects the weakness in the design and comejnt of th(;
1pstmment. It involves selecting a small sample from the target population and
simulating the.procedures for data collection that have been designed. Any
weakness so discovered would be corrected and the revised instrument would
then be used for final research.

. 9. Data Collection. The research now has the option of collecting data
using any of the following methods :

(a) Questionnaire. A set of questions pertaining to the topic under study
are compiled and the questionnaire is then mailed to the respondent through
mail. This method of data collection is particularly used in situations where a
large number of respondents are to be covered and they are spread over a wide
area. This method is time saving and economical. The main drawback of this
method is that the non-response rate is very high. These days e-questionnaire is
used where the response is sought on-line through e-mail.

(b) Interview. An interview method involves a direct interaction between
the respondent and the researcher/field workers. The interview can be a
personal interview where the researcher personally asks questions from the
respondent or it can be a telephonic interview. In case of telephonic interview
the respondents are contacted on telephone. This method is adopted where the
respondents are spread over a wide area and time available is very less. An

important thing to remember is that while conducting an interview the

erview schedule which is like a questionnaire. An

researcher uses an int
interview schedule contains a set of questions and the researcher records the

answer in his own hand, or through the use of some audio-visual tool.
(c) Observation. Observation involves collecting data visually and

recording the event. Observation besides visual aspect also involves listening,

smelling and touching. All behavioural activities as well as non-behavioural

activities like physical condition analysis, processes, records can be analy§cd
ion also involves the use of observation

through observation. An observat
schedules which contains a list of all the items that are to be observed.

PHASE-IV : KNOWLEDGE CREATION

s the researcher moves forward from the planning

involves sending questionnaires 10
tion methods.

From this stage onward

stage to data gathering stage. This Invow

respondents, training field workers in interview and oserva tion manuals

Training can be given at a focal point through seminars or :nitll;udc IR espondents;
_collection process is maintaines. e

A careful control over the data P nd of communication are

ined 1 unicado in the first ro
who have remained incomm er would also be doing sudden field checks

once again contacted. The research
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10. Analysi

o till the time it is not subject to data. analysis. PrOCCSSi"g Of thg
;“C amn’ﬁ yield some kind of relevant information. As can be seep, in Fig, "%
ata will yicid

H . e
the raw data when it is aggregated, organized and analyseq Yields y N
¢

information which helps us in decision making.

— Collect —p
— Creare _y, / D /

Fig. 1.4 : Decision Making Through Data Analysis
Data analysis is concerned with reducing the bulk of accumated data 1o 5

o . . . :
- Tesponses in well defipeq categories which thep become easy to !
. tabulate,

| to

(b

(c)

Editing, Th(? NEXt Step is the editing of response. Many times the
response  given by‘ the respondent g either incomplete,

§ tabulated using two or more features

€.8. sales figure ip terms of ¢; i :
Simultaneously ip 5 table. g10on and product are depi
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(d) Statistical Analysis. In the last stage, the tabulated data is analyzed
using various statistical techniques like averages, percentages, trend
analysis, co-relation and regression techniques etc. Statistical analysis
these days has become highly dependent on computers and softwares
that are readily available in the market.

11. Hypothesis Testing. Post analysis of data researcher will now move
ahead to test the hypothesis that he had formulated in the begimning of the
research process. There are various parametric and non-parametric tests like t-
test, z-test, f-test, kruskal-wallis test, wilcoxon-Man-Whitney test etc. The
choice of test selected for hypothesis testing depends on factors like the nature
and objective of research, characteristics of population distribution, the
sampling technique, type of data etc. Hypothesis testing will help a researcher
in establishing the validity of his results. It would help him to state clearly that
whether the difference, if any, between the two values is due to chance and
hence can be attributed as insignificant or if the difference is actual and
significant. It will help in determining whether the difference is real or simply
an outcome of random fluctuations.

12. Data Interpretation. For studies in which no hypothesis has been
tested, data interpretation is done with the intention of seeking explanation for
the research results on the basis of existing theories. The results are interpreted
in the light of existing theories and doors are thrown open for newer
explanations and possibilities for further research. In case of hypothesis testing
research studies, after the data has been analysed and tested repeatedly for
arriving at conclusive results, generalizations are made to build a new theory.
Such generalizations come up with better explanation and new theories for
existing phenomenon and greatly contribute to the existing data bank.

13. Reporting and Presentation. The last step is concerned with bringing
in public the results of the research so that the findings can be put to some use.
The style and method of reporting would depend on the target audience, the
purpose and the time of reporting the results. Any research report whether it is
presented in a detailed form or in the form of a brief note should essentially
have the following contents.

e The preliminary section containing the title of the report, table of
contents, list of tables, graphs, preface and an executive summary,
which gives briefly the research objectives and the findings and
importance of the study.

e A main text section which contains the problem background,
research objectives, a note on research methodology used, the
importance of conducting the research and the conclusion arrived
thereof. A special mention of the recommendation given by the
researcher in light of the findings made by him should also be
included.

e The end section which includes appendices supporting the research
with items like questionnaires and schedules used, glossary of terms
and any other matter which although not a part of the main research
but required in order to support the research can be included.
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The formulation of objectives

Objectives are the goals you set out to attain in your

objectives inform a reader of what you want to achijeye

it is extremely important to word them clearly and spec
Objectives should be listed under two headings:

Study, g;
Fhrou oo ¥
ifically, "y,

* main objectives;
* subobjectives.

The main objective is an overall statement of the thrust of
is also a statement of the main associations and relationships
to discover or establish. The subobjectives are the specifi
topic that you want to investigate within the main framew

Subobjectives should be numerically listed. They s
clearly and unambiguously. Make sure that each subobje
one aspect of the study. Use action-oriented words or
your objectives. The objectives should start with words such as ‘to
determine’, ‘to find out’, ‘to ascertain’, ‘to measure’ and ‘to explore’.

The way the main and subobjectives are worded determines how your
research is classified (e.g. descriptive, correlational or experimental). In

oth..er words, the wording of your objectives determines the type of research
design you need to adopt to achieve them. Hence, be careful about the way
you word your objectives.

spective of the type of research, the
such a way that the wording clearly,
to your readers your intention, The
or incomplcteness, either in the

your stydy, It
that yoy gee)
C aspects of the
ork of your study,
hould be worded
Ctive contains only
verbs when Writing

objectives should be expressed in
completely and specifically communicates
re is no place for ambiguity, non-specificity

i objectives or in the ideas

Figure 4.5 Characteristics of objectives
Clear + Complete +
L
Descriptive studies ——————1
L

Correlational studies (experimenza] and non-experim ental)
L

H}pothes:'s-um'ng Studies

Provided by
to alcoholics in ... [name of the place] ..

community about the health serviceg pr
centre/department] in ... [name of the

--- [name of the organisation]
- 97 o find out the opinion of the
ovided by ... [name of the health
Place] ... ). Identification of the
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organisation and its location is important as the services may be peculiar to
the place and the organisation and may not represent the services provided
by others to similar populations.

If your study is correlational in nature, in addition to the above three
properties, the wording of the main objective should include the main
variables being correlated (e.g. to ascertain the impact of migration on family
roles or to compare the effectiveness of different teaching methods on the
comprehension of students).

If the overall thrust of your study is to test a hypothesis, the wording of
main objectives, in addition to the above, should indicate the direction
of the relationship being tested (e.g. to ascertain if an increase in youth
unemployment will increase the incidence of street crime, or to demonstrate that
the provision of maternal and child health services to Aboriginal people in
rural Australia will reduce infant mortality).
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3.11 SURVEYs

. . ‘fact finding’ study. It is a method of re i : '

ey is @ _ search involving collection of data di

. . : t

a Poplﬂatlon or a samplle t.heref?f at pa;t“‘“laf_ time. It must not be confused with the me:?, ccl:llier(n:ct:l:;
¢ gathering and tabulating 1gu-res. t requires expert and imaginative planning, careful i

U™ nal interpretation of the findings. g, carelul analysis
4ra - : -

n - be collected by observation, or interviewing or mailing questionnaires

The analysis of data may be made by using simple or complex statistical techniques depending

n the objectives of the study. =

upo

the Chard
The survey me
[, It is always conducted in a natural setting: it is a field study.

cteristics of Survey Method

thod has certain characteristics:

7. It seeks responses directly from the respondents.
3. It can cover a Very large population, thanks to sampling techniques.

4. A survey may involve an extensive study or an intensive study. An extensive study covers .
2 wider §ample. An intensive one covers a few samples and tends to ‘dig deeper’. These two
approaches serve different ends; where generalization or estimation is necessary, the extensive
approach is useful, but where one wants to make an indepth study of some aspects of a
subject-matter, the intensive approach is preferable.
5. A survey covers a definite geographical area: a city, or a district, or a state.
The quality of a survey depends upon the thoroughness of the planning, the soundness of
sampling, the adequacy and reliability of data, the quality of analysis and the interpretation of the
findings.

Steps Involved in a Survey

The sequence of the tasks involved in carrying out a surve
firl stage of preparing the report is presented below:

I Selection of a problem and its formulation,

y from the first of planning to the

Preparation of the research design,
; . « o indexes aid cAles,
Operationalisation of concepts and construction of measuring indexe: ¢

Sampling,
Construction of tools for collection of data and their pre-test,
Field work and collection of data, -

Processing of data and tabulation,
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§. Analysis of data, and
9. Reporting.

All these steps are discussed in detail in the relevant chapters,

The Purposes of Surveys
Survey serves several purposes:

[. The purpose of many surveys such as population census, socio-economic Surveys, expendityr,
surveys, marketing surveys etc., is simple to provide information to government or planpeg
or business enterprises. These surveys have a descriptive purpose. In short, all fact—ﬁnding
surveys have this purpose.

2. Many enquiries aim to explain certain phenomena. Their function is to test hypotheses, to

explain the causal relationships between variables and to assess the influences or varioyg

factors on a given phenomenon like Job-satisfaction, labour productivity and consumer
behaviour. Surveys aiming at explanation invol

ve indepth analysis and complex
interpretations.

. Surveys may be designed to make comparisons of demo
low income groups with high income groups) or real
or offices. Comparison of behavioural or attitudin
in a factory, the attitudes of high-production work
with the attitudes of low-production workers.

graphic groups (e.g., comparison of
groups, e.g., work groups in factories
al groups can also be made, For example,
ers toward the company may be compared

- Surveys concerned with cause and effect relationships can be useful for making predictions.

For example, if relationships between income increases and purchase of durable goods are
established in a consumer behaviour survey, a prediction about future demand for durable
goods with reference to anticipated income increases can be made., A survey of people’s

future plans and intentions is another approach to make predictions, This is one of the
methods adopted for demand forecasts.
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3.12 CASE sTupy

A case study is an in-depth comprehensive study of a person _ .
‘tyati . , a .
process: a situation, @ Programme, a community , an institution or any 5‘:{:1&1 . 2. pliode, 2
other social unit,

it is one of the most popular types of research methods

: Its purposc may erstand he

. i be to Und n

hfe Cy(le Of the lll'llt under StUdy 0) 1 the inter awan between faCIOIS that explain the presen: ;.atu l
Sor

e development over a period of time. Some examples of a case study are: a social-anth s

study of 2 rural or tribal community; a causative study of a successful coc;perati\i -S&:)I::ticfto?ologlcijal
of the financial health of a business undertaking; a study of labour participation in manay;; :] ;:: iz
9 panicular enterprise; a study of juvenile delinquency; a study of life-style of working iomen- a
study of slum dwellers; a study of urban poor; a study of economic offenses; a study of refugees fr(;m

another country.

Functions

The case study method describes a case in terms of its peculiarities. It gives us an insight into
the rypical or extreme cases Whose unique features are not reflected by the usual statistical method.

A case study helps to secure a wealth of information about the unit of study, which may provide
clues and ideas for further research. It provides an opportunity for the intensive analysis of many

specific details that are overlooked _in other methods.

It examines complex factors involved in a given situation so as to identify causal factors

Operating in it.
than something about gverything

A case study aims at studying everything about something rather

as 1 . g0
SIn the case of a statistical method. Alysis, in a case study the
| e sis, in

" .Whlle in a statistical approach the individual’ disappears from thz:gh fvhich views any social
‘"findual’ representing the ‘whol eness’ 1S preserved, as it 1s an appr lear insight into 2 situation
WNit a5 & whole. Thus. a case study gives us 2 total view of 2 unit or a clea

or g ’ i

Process in its total setting. Thus, the perspective of a case study

is both qualitative and organic.
t giv
S1eS an overall generic picture of a problem.

4 °VTPB case study, as a research method, often €mP.
Picture OPmental process, it uses historical method, 1t CI:ige
€18 needed, it employs interviewing, mail questionnate:

41t . )
looks to statistics for testing hypotheses-

an one. f hus, for tracing
thod where 2 factual
etc., L0 gather

loys more techniques th
loys descriptive -mc
check lists, rating scales,
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The aim of a case study is to ascertain the generic development of a social unit under study,
revealing the factors that moulded its life within its cultural setting. Because of its aid in studying
behaviour in specific, precise detail, Burgess termed the case stedy method as “the social microscope.”

It is most valuable for diagnostic, administrative and therapeutic purposes.

It develops ideas, sometimes leading to ccnclusion and sometimes to hypotheses to be tested.
It may also be useful for developing new concepts or testing existing concepts.
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7.5 OBSERVATION
Meaning and Importance

. eing. We go on observing something or other whije we are
awake. Most of such observations are just casua] and have

o no specific purpose. Byt
a method of data collection is different from such casual viewing,
Observation may be defined as a systematic viewing of a s

pecific phenomenon in its proper
setting for the specific purpose .of gathering data for 4 particula
(=]

r study. Observation as a method
includes both ‘seeing’ and ‘hearing’. It is accompanied by perceiv

ing as well.

observation in

Observation is a classical method of scientific enquiry.
natural and physical sciences such as biology, physiology,
built upon centuries of systematic observation.

The body of knowledge of various
astronomy, plant ecology etc. has been

Observation also plays a- major role in formulating and testing hypothesis in gocial scit?m?es.
Behavioural scientists observe interactions in small groups; ant.hropologmt.s -observedmmpledsoc(:)lgtti:::i
and small communities; political scientists observe the behaviour of political leaders and p

: i ' ds with
institutions. In a sense, as the Webbs! have pointed out, all social research b_egms anclll api?ty e
| ' ’ - : i or
. observation, A researcher silently watching a city coun.cﬂ or a trade un.m;: Com?iﬁzethatqhelp him to
or a departmental meeting or a conference of politicians or others picks up

ion and study.
formulate new hypothesis. He can test them through further observation a y

ose, (b) is planned
Observation becomes scientific, when it (a) serves a fongulaf:e::iie:;iihc%ftfr’ds OE] Jalidity and
ey, <) i recorded systematically, and (d) s SUbJeCted tt;) observations accurately reflect the
reliability, Validity refers to the extent to which the recol]‘) eexaminincr how well the observat:j()ns
"onstruct they are intended to measure. Validity is assessed . yb'lit entaiTS consistency and free 2;2
€€ with alternative measures of the same construct. Rellaf l(a)ythe extent to which two OraI:;ons
‘oM measurement error. This is usually assessed in tel'i’ﬂst.oan d (b) the repeatability of observ
independent observers agree in their ratings of the same event;

i of Chapter 5).
detailed discussion se€ section 5().’*62 o
. | onan 1032, D, 158.
wmeans of test-retest comparisons. (For
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Despite these developments research in India has met with certain
roadblocks like : |

I. Availability of Qualified Personnel. Research is a complex work
demanding qualified personnel. In India large part of academic research is
carried out by people who are unaware about research procedures and
methods. India does not lack in qualified personnel but more often than not,
they get attracted by offers made by foreign research institutions. Whether it is
the lack of technical infrastructure or better remuneration, the fact of the matter
is that we are losing out on our wealth of researchers to foreign shores. India
needs to develop as well as retain skilled researchers.

II. Liaison between Academicia, Business and Government. Presently
the tie-up between the research cells at various universities and the government
and business is very poor. With the exception of few premier academic
institutes, research carried out by most other institutions finds little relevance in
government and business circles. A proper liaison will not only give direction
to research but will also address the problem of paucity of funds.

II1. Paucity of Funds. The third major problem is that very few funds‘ find
their way into research activities. It has been seen that except for few busmes_s
houses, even the business organizations do not spend more than 1% of thel.r
sales revenue on research against a desired of 10%. As mentioned earlier,. if
there is a well developed tie-up between government and business on one side
and universities on the other side we will find a large number of sponsors for
research.

IV. Information Data Bank. In the age of computers it.is very necessary
that there should be centralised databases available. Currently we find that lot
of research is repetitive in nature because there is no centra11§ed databank
where information on research work already done can .be obtained. Fu@er
while doing research a centralised databank of journals, magaziics,
international and national journals, books etc helps a researcher to save_ on ttllmz
and cost factor. There ar€ institutions like UGC, _CMIE etc. which ?1‘:15
maintained such a database of online reference material. Its use however

yet to gain momentum since it is available at select institutions and in certain
cases at a high cost.

V. Ethics in Research. A very serious allegation on many researchf‘:js S;’SI::
in our country is that it is based on ‘reverse engineering’ or the cl;l; v:nhonesty
method. It is necessary that we break free of such practices and :h ould not be
in our research. A research involving collection of primary lga;ae our endeavor
cooked up but be genuinely collected from the field. It shou

to conduct authentic research in an ethical manner.
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SOURCES OF SECONDARY DATA AND ITS COLLECTION AND
1 ORGANISATION

The different sources of secondary data have been shown in Figure 7.1.
The secondary data can be collected from two sources (a) internal sources. (b)
external sources. Internal sources generates internal data which refers to the
data that has been generated from within the organisation for which the
research is being done e.g. a company’s annual reports are internal data for the
company. External sources generate external data which refers to the data that
is generated outside the organisation for which the research is being done e.g

the census data used by a social researcher, or data taken from a journal or
magazine not published by the organisation.

Sources of
Secondary Data
vy
¥
Internal External
v
v ‘ Y
Published Computerised Syndicated
~— Data Databases Services

Fig. 7.1 Types of Secondary Data

Scanned by CamScanner



SECONDA
R
YQ 0y
l. Internal Data o .

The data which is available internally within the organisatiop o

: \ o
h is termed as internal data. The main advantage of this day, is .y
researc

i t it:
' easily available and greater reliance can be placed on the degree Of a0 Ul

and relevance to the study e.g. a social researchcr. belor_lgmg to T\[GO nligl;:taz
carrying out a research on ‘awareness of human rights in W?men . They iflhe
NGO database has any information on status of women, their aWareneg o
then this data would be classified as mtem:.il data. Internal data may be reﬂdyu;
use or require further processing e.g. if a study hi?S been CONducteq .
awareness levels in women then this data can be used directly. Howeve, i

database has just the record of cases where women have stoogd up for e
basic human rights then the researcher would have to -WOrkf)ut the leve .
awareness from this data. Thus whereas the former data is availabje in a reyg
to use form, the latter requires further processing before it can be inCOIDOra[Ed
into the research. Internal data has two significant advantages, firstly they g

the least costly of the secondary data types and secondly they are easily
available.

Il. External Data

External data is the secondary data that is available from outside the
organisation for which the research is being conducted. It can be Classified g
(a) published data (b) computerised databases and (c) syndicated services.

(a) Published Data. These are the most popular of the external sources of
data. There is always a plethora of published data available to a researcher.
Different sources of published data are -

* Guides - They are a source of standard recurring data. They
ood starting point for the search for secondary

documents, both offi
published in India_

. Directories-They generally contain g

list of all the related
Organisations or sg

: urees of further data e.g. the Directory of Social
Science  Research Institutions  ang Directory of Professiona!

Organisation in India. There i the National Register of Socid
Scientist in India whi
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(b) Computerised Databases. Computerised databases refer to the data
which is available in an electronic form. Computer databases can be classified

in various type 07 the basis of the form in which they are lying in the storage
media as shown in Figure 7.2.

Broadly speaking there are three distinct categories (i) online database (ii)
internet database, and (iii) offline database. Online database refers to data
which is lying in a central data bank and can be accessed from anywhere
through a telecommunications network. Internet database refers to the data
which can be accessed, searched and retrieved from the internet. An internet
data when downloaded and stored on a secondary storage becomes an offline
data. Offline database is the data which is available on various storage media

like diskettes CDs and DVDs. These databases can be accessed from these
media through a personal computer.

Computerised Databases

QOnline

‘ v

Internet Offline

r

% ! v

Bibliographic Numeric Full Text

Directory

Fig. 7.2 Classification of Computer Databases
Computer database can be in the from of :

e Bibliographic Database : They are composed of citation to articles in
journals, magazines/newspapers, marketing research studies,
technical reports, government documents and the like.! Generally

these database have information available in an abstract form or a
summary form.

Numeric Database : They are the numerical and statistical database.
They may be economic data that is provided in a time series form
e.g. the census data is a type of numeric data.

Full text database : They contain the complete text of the document.
Generally archives of newspapers lie in a full text form. A researcher
can retrieve the complete article form a newspaper online data base.

* Directory Database : As the name suggests, it provides a complete

listing of individuals, organisations or services e.g. manufacturing

association of various industries provides online as well as offline
listing of all the member firms.

_ The amount of information available to a researcher on computer databases
1S overwhelming and it becomes cumbersome to sort through such a large
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amount of data. Hence a stralcgy should be designed by a researcher ¢, con
Ct

a database search.
The following strategy may be followed for conducting database Search:

1. The first step is to develop key words which will be entered iy, the

system for actual search e.g. if you are looking for nflationg,
trends in India : then the key search words are Inflation and Indjy

In the next step you log on to the desired database and feed i the
key search words that have been identified in previous step.

3. The results displayed should be viewed by the researcher critically ip
terms of their suitability. He should see if the detail provided by the
search matches his criteria. Once satisfied the results can be stored or

printed.

(c) Syndicated Services. These refer to companies that collect and sell
data to various clients having different information needs. Myers and Mead’
have stated that “Syndicated services are provided by certain organisations

; which collect and tabulate marketing information on a continuing basis.” The
. data collected by them has the ability to suit the requirements of a large number
' of individuals or organisations, e.g. in India, Centre for Monitoring Indian
Economy (CMIE) is an organisation that collects large amount of economic
data and any individual or firm can avail the use of this data by paying a

certain charge.

The information collected from syndicated services has the advantage that
it is current in nature, a characteristic generally associated with primary data,
and the per unit cost of the data to the client (researcher) is less than if he had
to collect it by himself. At the same time this information is collected by any
organisation other than the researcher, a characteristic of secondary data, it has
the disadvantage that the client (researcher) does not enjoy any exclusive
advantage since the same information is available to others also.

Other than the syndicated sources, there are several research agencies like
Ernst & Young, who undertake research activities exclusively for a client on
his behalf. This data although collected by an outside agency is the sole
property of the client. However the cost of this data will be relatively more
than that provided by syndicated services.
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] INTERVIEW

Interview is the verbal
conversation between two
people with the objective of
collecting research relevant

information.

. personal interview is a
ice to face two way
ommuni- cation between
e interviewer and the

spondent.

A form of communication approach to collecting data from respon,,
interview refers to oral or verbal questioning. Bingham and Moore! ha-',-;
described interview as ‘conversation with a purpose.’ Lindzey Gardner?, hz-'
defined interview as a “two-person conversation, initiated by the interviey,.,
for the specific purpose of obtaining research-relevant information and
focussed by him on the content specified by the research objectives
description and explanation.” It is thus clear that interview is a verhy
conversation between two people with the objective of collecting researcy
relevant information from the respondent. Interview can be classified iny
various types viz., personal interview, telephone interview, focus group
interview, depth interview and projective techniques also called as indireq

interviewing.

I. Types of Interview

The interview techniques can be grouped in the following categories.

(a) Personal Interview. A personal interview is a face to face two way
communication between the interviewer and the respondent. Generally the
personal interview is carried out in a planned manner and is referred to as
‘structured interview’. The personal interview can be conducted in many forms
e.g. door to door interviewing where the respondents are interviewed in their
home, or as a planned formal executive meeting, most commonly used 10
interview officials and business persons, or as a small intercept survey where
respondents are interviewed at select places where the chances of finding

respondents is maxi:um.
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(b) Telephone Interview. In telephone interviewing the information i
collected from the respondent by asking the questions on phone. The marriace
of telephone and computer has made this method even more populé.
Traditional telephone interviews call for phoning a sample of respondens,
asking them questions written on a paper and recording them with a pencil. In
case of ‘Computer Assisted Telephone Interviewing' (CATI) uses a
computerised questionnaire is used which prompts the interviewer wih
introductory statements, and qualifying questions to be asked w0 the
respondents. The computer replaces the paper and pen. The computer
randomly dials a number from the sample, upon contact the interviewer reads
the questions and enters them directly into the computer’s memory bank.
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Focus group interview is an
unstructured interview
which involves a moderator
leading a discussion
between a small group of
respondent on a specified

topic.

(c) Focus Group Interview. A kind of unstructured interview, it involveg
a moderator leading a discussion between a small group of respondents on a
specified topic. A focus group interview involves 8 to 12 respondents having
homogeneous characteristics, seated in a comfortable relaxed informal
atmosphere. The interview generally continues for 1 to 3 hours during which
the respondents develop a rapport and share their views. The proceedings are
recorded on an audio or visual device. The moderator keeps the discussion
going and probes the respondents whenever necessary to elicit insightful
responses. These responses are better analysed to derive conclusive results.

e
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However, like the two sides of a coin, focus group interview suffers from
certain disadvantages like, the results can be wrongly interpreted since the
response is not to any specific question. Focus group interviews make coding
and analysis of data also very difficult. Most importantly, it is difficult to find a
moderator who can conduct these interviews successfully.

(d) Depth Interviews. Depth interview, like the focus group interview in

- an unstructured type of interview used to collect qualitative data. However it
" involves a one to one interaction between the interviewer and respondent. The
: depth interview can be ‘non directive in nature where the respondent is given
- freedom to answer within the boundaries of topic of interest.” The other form
of depth interview is ‘semistructrured’ in nature where the interviewer covers a

specific list of topics although the linking, the sequence and the wording of
each question is left to the interviewer’s discretion.

In depth interviews, the interviewer asks the initial questions and thereafter
it is the response of the respondents from which further questions may be
generated. The interviewer using probing techniques looks for more
elaboration. The interviewer only follows a rough outline of questions. The
depth interviews have the advantage of uncovering much deeper feelings and
insights than focus group interviews, since they are dealing with just one

respondent. However it suffers from the drawback of being expensive, time
consuming and demands skilled interviewer.

(¢) Projective Techniques. The techniques involve highly unstructured and
indirect form of questioning. The central feature of all projective techniques is
the presentation of an ambiguous, unstructured object, activity or person that a
fespondent is asked to interpret and explain.® These techniques are best suited
in situation where the respondent is not sure of his feelings and hence cannot
cXpress his answers directly. The projective techniques can be classified as
construction techniques, association techniques and completion techniques.

P ————— -

Scanned by CamScanner



[] MAIL SURVEY/QUESTIONNAIRE

A questionnaire is a form containing a set of questions, which are filled by
the respondents.

—_—

i According to Goode Hatt® “In general, the guestionnaire refers to a device i

A ) for securing answers to questions by using a form which the respondent fills in |
questionnaire is a form | himseff.” |
coma:mng 2 set of l ‘

e n _3'9 filied oy The objective of a questionnaire is two fold :

e To collect information from respondents scattered in a wide area.

e To achieve success in collecting reliable and dependable information
in a short span of time.
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|. QUESTIONNAIRE DESIGN

Designing of questionnaire is an art rather than a science.

It is an effort of
compiling a set of questions by repeatedly checking out for errors, of learning

what to avoid and what to include. However a basic design strategy can be
developed. The designing of questionnaire generally goes through three phases,

ie, (I) Developing a design strategy (II) Constructing the questionnaire
(II) Drafting and refining the questionnaire.

Phase | : Developing A Design Strategy

(1) Specify the Information Sought. The researcher should be able to
specify the list of information needs. Generally this task has already been
accomplished when the research proposal or the research design was
developed. The hypothesis stated earlier is the guiding light in stating the
information requirement. The hypothesis establishes the relationship between
the variables and the researcher can ideally develop the data that is required to
be collected to prove or disapprove the hypothesis.

(2) Determine the Communication Approach. It refers to the decisim.] on
the method used to conduct the survey i.e. personai interview, depth iptemew.
telephone, mail, computer etc. This decision on method to be used will have a
bearing on the type of questionnaire to be designed. The cho_xce oi
Communication approach is influenced by factors like the location T}?
respondents, the time and funds available, nature of study, etc. €
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communication approach chosen results in different introductions, differ,,

ot t
instructions, layout €tc. Once the commumcatlffn apprgach bas been ﬁ"alised
decision is then taken on the type of questionnaire that is to be frameq_

Specify the Information Sought
l Phase -
Design
Determine the Communication Approach Strategy
Select the Type of Questionnaire
Determine Question Content
l Phase - Il
Construction
Determine the Response Strategy Phase
Determine the Working of each Question
Decide on the Question Sequence
. P - . ) Phase - llI
Determine the Physical Characteristics of Questionnaire Drafting and
Jv Refining
Pretesting the Questionnaire

e —

Fig. 8.4 Procedure for Designing A Questionnaire

A questionnaire can be of
four types

(/) Structured—undisguised
(i) Unstructured—disquised

(i) Unstructured-
undisguised

(V) Structured—disguised

(3) Select the Type of Questionnaire. In this step the researcher specifies
how the data will be gathered by stating the type of questionnaire required. The
questionnaire can be of four types.

¢ Structured-Undisguised Questionnaire. The most popular type, it

involves using questions with clear direct wording, having a logical
order. The wording and order remains the same for all the
respondents. They are very simple to administer and easy to tabulate.

Uns_tructured—Disguised Questionnaire. The exact opposite of the
earlier type, this questionnaire hides the purpose of research and
shows no clear order or tendencies. Such a questionnaire generally
uses .projective methods (discussed earlier) to collect data.
disguised or hidden stimulus is given to the respondent and the
response 1s 1n an unstructured form,
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o Unstructured-Undisguised Questionnaire. In this type of
questionnaire the purpose of the study is clear but the questions are
generally open ended. e.g. “How do you feel about putting a ban on
student union election ?” The respondents are free to reply in an
unstructured manner. These questionnaires are generally used in
depth interviews.

e Structured-Disguised Questionnaire. The purpose of this
questionnaire is to hide the motive of study but allow for case in
coding and analysis. This approach is based on the fact that direct
questions may influence or bias the replies, but if the questions are
disguised than we ask the respondents what they know and not what
they feel e.g. the earlier question will be framed as
What is the effect of student union election ?

(a) It creates awareness
(b) Tt disrupts studies
(© .......

@ .iisia

Although such questionnaire offer ease of tabulation and analysis, yet

because of the effort involved in framing disguised questions, this is not a
every popular method.

Phase Il. Constructing the Questionnaire

(4) Determine Question Content. This step initiates the task of framing
specific questions which would yield the data required for study.

While framing the questions certain things should be kept in mind :

e Is the question necessary ? Every question should have some use in
providing additional and genuine information.

Is the question complete ? The question should have the proper scope
to reveal all the information that a researcher needs to know.

Is a single question or multiple questions required ? There should not
be ‘double barreled questions’ which combine two questions in one
e.g. ‘Are the elections this year transparent and according to election
commission guidelines’. This is an incorrect method. Instead to
obtain the desired information the following two questions should
have been asked :

(i) Are the elections this year transparent ?

(i) Where the election commission guidelines adhered to
completely.

* Can the respondent articulate ? The respondent may be unable to
answer adequately due to his inability to organise his thoughts.

Scanned by CamScanner



-

e Is the respondent informed ? The respondent’s - informatiop leve
should be kept in mind i.e. the content of the question shoy]g Magg

the knowledge level of the respondent.
e Can the respondent remember ? The questions should not OVertay

respondent’s recall ability. No assumption should be made regargip,

the memory. Take a simple test and answer these questions -

(i) What was the last movie you saw ?
(i) Where did you last eat out ?
(iii) When did you visit a temple ?
These questions, although very simple, yet test your recall ability.

o Is the respondent willing to answer ? This is of relevance in situajg,
where the questions are sensitive exploring an individual’s faith,
money matters, family life etc.

(5) Determine the Response Strategy. Once the content of questions hag

' been decided upon, the next stage is to decide on the structured response

' strategy (close response using fixed alternative questions) Or an unstructureq
response strategy (open response using open-ended questions). Some of the
response strategies are :

e Dichotomous questions
Do you own a digital camera ?
O Yes 0 No
e Multichotomous questions
Which brand do you prefer for buying digital camera ?
[J Sony
[J Cannon
J Nikon
[J Kodak
e Checklist questions
What features do you look for in your digital camera ?
Picture clarity
Screen size
Video recording facility
Economical
Smart physical looks

Free service for 1 year

O0000aoo

L) Large memory capacity
e Scale questions may be of the rating or ranking type
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7 Ranking

which of the following media has been instrumental in influencing your
choice of digital camera ? Rank them giving | 10 the most effective media, 2
the next most and so on. '

— Television
— Company Brochures
— Newspapers
— Net Advertising
— FM Radio
Rating

Of the following factors, rate each factor in terms of the ‘most desired’,
‘some what desired’ and ‘least desired’ that four digital camera should possess.

; I ® Most Desired @ | @ Some What Desired @ | # Least Desired®
9 a O

_,-;;PWBM

- 5 Memory a a -
- 35000 0 0 O
 oming Function a O O
- >ewe Editing Function | O s
‘5mal Sge O O O
; %0 Recording Facility O 0 C

(6) Determine the Question’s Wording. This stage is concerned with the
phrasing of each question. The researcher needs to use utmost caution in
framing the question since a poorly phrased question will either lead to a wrong
response or result in refusal to answer.

While wording a question the following things should be kept in mind :-

e Use simple words - The questionnaire is not a test of respondent’s
vocabulary, hence the words should be simple e.g. ‘where, in your
opinion, does the forte of this organisation lie ? Since some may not
know the meaning of word ‘forte’, hence it is beuer if it is phrased
simply as ‘Where in your opinion, does the strength of this
organisation lie ?’

Avoid technical jargon - Use of technical words may rendcr even the
highly educated respondents helpless in answering the questions.
Avoid using ambiguous questions - words like ‘occasionally’,
‘often’, ‘sometimes’, ‘you’ etc. are all problem words e.g.
How often do you watch movies in a theatre ?

U Never

O Occasionally

O Sometimes

0 Often

Scanned by CamScanner



N

This question is worthless since everybody has 2 diffefcm
interpretation of occasionally and sometimes.

e Avoid biased wording- Questions that lead respondent towards an
answer, give him a clue to the questions, are biased or leadin
questions. Such questions should be avoided since they distort g,
intent of the question e.g.

(i) ‘Do you think government is doing right by allowing Fpj in
retail sector 7

(i) ‘Do you consider it appropriate to use low cost accessories for
your car 7’

These questions force a respondent to think in a particular direction,

e The level of personalization should be controlled e.g. ‘what shoylq
our government do today’ ?

(a) Increase defence expenditure, even if it means more taxes.
The alternative can also be written as
(a) Increase defence expenditure even if you have to pay more tax.

The second alternative is more persoanlised and both these alternatives will
produce different results. There is no fixed rule to say which method is to be
used. However one should choose that level of persoanlisation which presents
the issue more realistically.

Phase lil. Drafting and Refining the Questionnaire

(7) Decide On Question Sequence. From this step, we enter the stage of
drafting the questionnaire and the ordering of questions is an important aspect.

The following things need to be kept in mind :-

* Use simple and interesting questions first. It makes the respondent
feel comfortable. An alternative is to use ‘funnel approach’ whereby
broad questions are asked first and specific questions are asked later
on.

* The questions should be arranged in a logical order. Jumping from
topic to topic would break the flow of respondent and he would loose
interest in filling the questionnaire.

* Classification questions should be asked later on. Classification
questions are the personal questions. The reason for asking
classification questions before target questions is to avoid alienating
the respondent before getting to the heart of study e.g. respondents
who readily offer their opinion on preferred car types would most

likely balk from responding with same freedom if their income i
asked first.

* Difficult and sensitive questions should not be asked right in the i
beginning of the questionnaire so as to avoid threatening the
respondent.

2
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- o Branching of questions should be done wi

. . with .

directing the respondent where to go nex incare. Branching refers to

. . lhc u : .

f his - ) questionnaire .
basis of his answer to preceding questions. Branching i on ll"ll.
case of telephone or personal interview s g is easier in

: o . chedule but wh
questionnaire is to be mailed, branching sh Ut when the
confuse the respondent. & should be avoided as it may

8) Determine the Physical Characteristics. The hysi
affects the way the respondents react to the questionnaire. PRSI Spsarance

Hence the following points should be observed :

o Use a good quality paper with high definition ink so that it can be

read easily. The questionnaire should look professional and easy ¢
answer. Y. 10

| o Size of the questionnaire is important. Smaller questionnaire is
preferred to a lengthy one provided the small size is not achieved at
the expense of appearance. If a small size is achieved by making the

questionnaire crowded then it will lead to errors and result in less
informative answers.

e A questionnaire should be accompanied by an introductory letter. It
should introduce the study and make the respondent realise the worth
of his answers. The importance of research and the importance of
respondent’s replies should be conveyed through the letter.

e The instructions should be written clearly and politely. The method
of reporting the responses i.e. tick mark, cross or circle should be
stated clearly. If the respondent is to skip certain questions then ‘go
to’ instructions should be used and if an entire section is to be
skipped then different colours for different sections should be used.

(9) Pre-Testing the Questionnaires. The process of using a questionnaire
™ yooess of using a On 2 trial basis on a small group of respondents to deu‘:rmine how the
weovare on a tial questionnaire is performing is termed as pre-testing. Pre-testing helps to find
:%T dga'w"j’"p,"‘ out the errors in individual questions alongwith the sequence of qucstionf.
= e mm",.f""-: Various aspects like the ability of questionnaire to generate chpondent S
*umngstemed as pre- interest, the interpretation of the meaning of questions, the continuity of the

nr . .
' questions, the time required to fill the questionnaire can be tested through pre-
— testing, Pretesting can be classified as follows :-
Pretesting
¥ v
On the Basis of Target Sample On Basis of Target Awareness
v ¢

v
3 v :
@P'%ﬁinﬂ Respondent Pretesting Collaborative Pretests Non-Collaborative Pretests

—_ - — s N L a
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e Researcher Pre-testing. This involves a small group of fe]lgy,
researchers testing the instrument in the initial stages of design
These researchers can provide valuable input to improving the
questionnaire.

e Respondent Pre-testing. In this, pre-testing is done by a small
sample drawn from the target respondent population. The instrument
in its ready form is administered to the sample and then input can be
taken from them on the questionnaire.

¢ Collaborative Pre-testing. When the respondents are told about their
role in pre-testing then it becomes a collaborative pre-test. In such a
pre-testing detailed probing of each and every question is done and it
is usually a time consuming process.

e Non-Collaborative Pre-test. When the respondents are not told
about their role in pre-testing it becomes non-collaborative pre-test.
Since they are not being told, their cooperation will be relatively less
comprehensive. However this approach has the advantage that it 1s
conducted in situation exactly similar to the real environment.

After pre-testing the final revised questionnaire is prepared.
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' sCHEDULES

Another method of data collection, very similar to the questionnaire, is use
of schedules. A schedule is a set of questions which are answered by
respondents but filled by the enumerators in their own hand. The schedules are
particularly used in interviewing where the interviewer not only asks questions
but also fills the answer with his own hand. This method is more expensive
since it involves the selection and training of enumerators. This method is used
by big organisations or governments who have huge funds at their disposal.
e.g. population census is conducted using schedules. Although both
questionnaire and schedule are a set of questions and the method of preparing
is same yet there are significant differences between the two.

—_—- -— LIS B o TR PR
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[ | OBSERVATION

Observation refers to the Observation is a pogular method of data collection in behav10171ral sciences.
monitoring and recording of The power of observation has been summed by W.L. Prosser’ as follows,

b i IS sti ! -
bﬁ{""“‘“’"”" and  non “there is still no man that would not accept dog tracks in the mud against the
'avioural activities and

ﬁ({ndltions in a systematic SWOrN testimony of a hundred eye witnesses that no dog had passed by.”
m‘,‘(’;’r‘n@;‘, to obtain Observation refers to the monitoring and recording of behavioural and non
10 . . s " . . .

o about the hehavioural activities and conditions in a systematic manner to obtain

pPhenomena of interest, . . .
information about the phenomena of interest.
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[] CASE STUDY METHOD

casesuﬂyrmard\ IS
used o EXAmine
comemporary  real ite
smiavons and apply e
m\gsdu'mmsetom
MWM-

Case study research is a qualitative research method that is used to
examine contemporary real-life situations and apply the findings of the case 10
the problem under study. Case studies involve a detailed contextual analysis of
a limited number of events or conditions and their relationships. It provides the
basis for the application of ideas and extension of methods. It helps a
researcher to understand a complex issue or object and add strength to what is
already known through previous research.

It is often argued that since this method relies on only a small number of
cases hence the findings are not subject to generalization. However if the case
study establishes the parameters correctly then the findings can be applied to all
research. In this way, even a single case could be considered acceptable,
provided it met the established objective.

A researcher should always remember that the success of this method
depends largely on the case study chosen for analysis. While using the case
study research method, a researcher should observe the cases should be
selected on dimensions of a theory (pattern matching) or on diversity of a

dependent phenomenon (explanation-building).
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D THE EXPERIMENTAL METHOD

The research methods discussed earlier are used frequently however they
suffer from a drawback that they exhibit a lack of control over the situation.
Most of these methods are not insulated from the effect of the extraneous
variables. The experimental method however is one such research method that
The experimental method overcomes this problem and adopts a stringent control method to conduct
studies the cause a’;‘;&’:"ﬂ research. As a result this method is often described as the true scientific
L‘;‘:;‘&";”'p and adopts Method. The experimental method adopts an experimental research design,
stringent control methods to  (The details have been discussed in the chapter on ‘Research Design’) and
conduct research. studies the cause and effect relationship between the variables. The basic
difference between the experimental method of research and the non-
experimental method is that the former involves the deliberate manipulation of

one variable, while trying to keep all other variables constant.
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[] SAMPLING DEFINITIONS

All units in any field of

inquiry constitute universe

and all units from
nformation is
~onstitute population.

whom
sought

In this section, a description of various terms relevant to the concept of

sampling has been covered.

I. Population/Universe. Population refers to the aggregate of all the units
which possess a certain set of characteristics on the basis of which the sample
seeks to draw inferences e.g. a study is to be conducted on ‘Awareness of
AIDS among rural women’. This study is conducted in a village which
comprises of 2000 females out of which 35% i.e. 700 belong to 0-18 age
group, 45% i.e. 900 belong to 18-50 age group and 20% i.e. 400 belong to
50+ age group. Since our study is on rural women which has been defined as
‘females within 18-50 age then the population is said to be of 900 females.
Universe refers to the total of all the units in the field of inquiry, which in thi
case is 2000. Thus all units in any field of inquiry (females) constitute universé
and all units from whom information is sought, on the basis of one or mor
characteristics (females within 18-50 age) e.g., age, constitutes population.

A universe or a population can be finite or infinite. If it is possible 10
enumerate all the possible units in its totality then it is a finite population of
universe. Our earlier example of 2000 females is an example of finite universe:
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The size of a finite population is generally denoted by the symbol ‘N°. In
certain situation it may not be possible theoretically to enumerate or observe all
the items in the field of enquiry. A classic example is the number of stars in the
sky. Actually speaking there is hardly any population that is infinite in the real
sense, it is just that it is not possible to enumerate all of them in a reasonable
span of time. In other words we can say that we use the term ‘infinite
population’ for a very large finite population.

II. Sampling Frame/Source List. It is a representation or a list of all the
elements of target population from which the sample is to be drawn. This list
could be according to some name, number or a set of characteristics. Sampling
frame may already be available in a ready form or the researcher may have to
construct it. In case the population is finite and the time frame is the present or
past then a sampling frame is available which coincides exactly with the
population. However in most cases the researcher has to prepare the source list
by himself. Examples of readily available sampling frames are the telephone
directory, electoral rolls list etc. Thus sampling frame is the operational
definition of population that provides the basis for sampling.

III. Sampling Design. The blue print for obtaining a sample from the
sampling frame is termed as a sampling design. It refers to the techniques used
in drawing a sample. A researcher may employ probability or non-probability
techniques. Sampling design has been discussed in detail in the next chapter.
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] SAMPLING DESIGN PROCESS

The sampling design process is more of an adherence to certain Points
them a definitive process. It can be summarised in six steps, as shown j,

Figure 6.1.

Defining the Population

v

Defining the Sample Unit

'

Determining the Sampling Frame

.

Selecting a Sampling Technique

v

Determining the Sample Size

+

Execution of Sampling Process

The  sampling  design
process is a six-step
process  starting  with
defining the population,
defining the sample unit,
determining the sampling
frame, selecting a sampling
technique, determining the
sample size and executing
the sampling process.

FIG. 6.1 THE SAMPLING DESIGN PROCESS

The steps shown in the diagram flow out of each other and are thus
interrelated. The important aspects of each of these steps are discussed in a
little more detail.

I. Defining the Population. The first step is the most critical step wherein
a researcher has to give an operational definition for his relevant populatiop.
Population in the most common form implies the total number of individuals 10
the area of study from whom information is being sought, but depending on ‘[he
nature of study the population can be events, workplaces etc. As stated earlier,
the members who possess the characteristics or information required by the
researcher constitute target population.

II. Defining the Sample Unit. A corollary to the above point is deﬁnllIlB
the sample unit. The sampling unit is the person, place or object about whi¢
or from which the information is required for research e.g. in case of Sn_ldy
conducted on newspaper readership an entire household could be a samplii
unit, however, in case of study on brand preference of college students in
jeanswear every college going student is a sampling unit.
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II1. Determining the Sampling Frame. Also referred to as ‘Source 1ist'
it is a comprehensive listing of all the members of a population c. g‘ a l::.:". :N
directory is a good sampling frame, as association directory ¢ g NA':S‘;‘(‘;:;
will have a listing of all the firms in the industry. If the Sulllpli;w; I'r'm‘u: is
available, then the researcher needs to prepare the list. It may be pi:wibl L J:::
the source list does not cover all the elements of population. [n that case
sampling frame error enters our research which has to be accounted for in
further analysis.

IV. Selecting the Sampling Technique. The researcher must decide on
the type of sample i.e. a probability or non-probability based sampling
techniques. The decision as regard to the technique to be used is affected by the
objectives of study, the level of accuracy desired, time and cost etc. The
different sampling techniques available to a researcher are discussed in detail in
the next section.

V. Determining the Sample Size. The million dollar question that faces
the researcher is ‘What sample size is needed 7' A misconception is that a large
sample size is a more representative sample. However there is no rigid rule
that is used, although a formula does exist. A sample size is considered
optimum if it fulfills the requirements of efficiency, representativeness,

reliability and flexibility. Number of subjective factors like nature of

population, nature of respondents, time and funds available, sampling

technique used etc. influence the decision on sample size.

IV. Execution of Sampling Process. The last step involves working out
the details of drawing a sample. Procedures for selecting each unit must be
worked out. In case of non-response, the procedure to be adopted for filling the

vacant unit should be stated clearly.

3 TYPES OF SAMPLING TECHNIQUES

Sampling technique or sampling design can be broadly grouped in WO
distinct categories : probability and non-probability. In probabllnity samphpg.
all the elements in the population have a known chance or probability of being

included in the sample. In non-probability sampling the elements do not have a

known or pre-determined chance of being selected as subject. Figure 6.2 makes

a comparison of probability and Non probability sampling.

F B PROBABILITY SAMPLING GHENED | & | GEENS NON_PROBABILITY SAMPLING S
| E;::‘Yceindmdum has a known and equal 1. No probability is associated with an individual
2w of being selected. being selected

Df:iul:ufer to both sample as well as 2. Sampling frame is not developed.

b e Sampitng kama o used.

I .
4 amieric tests are mostly used. 3. Non-paramteric tests are preferred.

acteristics.

Asa
Mple is more representative of population 4. Nothing definite can

be said about the
representativeness of non probability sample.

ri— & n . Dehahilitv and Non-Probability Sampling
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There are two types of
sampling techniques  (a)
Probability samphng where
every aobject or individual
has a known and equal
chance of baing selecied (b)
Non-probability  sampling
which has no probability
associated with the
selection of an object or
individual

—"‘% |

Probability samples are used in studies where the researcher jg looki |
high degree of representativeness 80 that generalisations aboy the q:
results can be made. However when other factors like cost, time, Conve
become important rather than generalizability, then non-probability g,
used.

The different sampling designs can be shown using two factors
representation basis, which classifies design as probability and nON-prohgh;ji
and (i1) on the element selection basis. When an element is drawn individua”Y
without any restriction then it is known as a unrestricted sample and when lhg
clement 1s drawn, subject to some conditions then it is termed as 2 restricteq
sample. Figure 6.3 shows the different types of sampling designs classif;
the basis of these two elements.

for

Mple

mp“”g it

iz; (;

ed on

Representation
Basis
Elemert PROBABILITY NON-PROBABILITY
Selection
Techrique
UNRESTRICTED Simple Random Sampling Convenience Sampling
RESTRICTED Complex Probability Sampling Purposive Sampling
* Stratified Sampling * Judgement Sampling
* Systematic Sampling * Quota Sampling
¢ Cluster Sampling e Snow Ball Sampling
¢ Sequential Sampling }

Fig. 6.3 Different Types of Sampling Designs

] PROBABILITY SAMPLING DESIGNS

random sampling is
which each element
of the population has an
equal and independent
chance of selection. It can
be drawn using random
number tables or lottery
method.

Simple
one in

I. Simple Random Sampling

A simple random sample is defined as one in which each element of the
population has an equal and independent chance of being selected. In case of a
population with N units, the probability of choosing n sample units, with all

possible combinations of N¢ —samples is given by —1- e.g. If we have @
Cn

population of five elements (A, B,C, D, E) i.e. N = 5, and we want a fa.mpli
of size n = 3, then there are 5c; = 10 possible samples and the probability ©

10

Simple random sampling can be done in two different ways I.¢- wu:
replacement’ or ‘without replacement’. When the units are selected lﬂ‘_f: "
sample successively after replacing the selected unit before the next draW-I Ic od |
a simple random sample with replacement. If the units selected are not P |

: ) . m the
before the next draw, and drawing of successive units are made only fro

any single unit being a member of the sample is given by
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remaining units of the popu'lation. then it is termed as simple random sample
without replacement. Thus in the {romler method a unit once selected may be
repeated, whereas in the lattfl:r a unit once selected is not repeated. Due to more
statistical efficiency associated with a simple random sample without

replacement it is the preferred method.
A simple random sample can be drawn through either of the two
procedures i e. through lottery method or through random number tables.

(a) Lottery Method. Under this method units are selected on the basis of
random draws. Firstly each member or element of the population is assigned a
unique number. In the next step these numbers are written on separate cards
which are physically similar in shape, size, colour etc. Then they are placed in
a basket and thoroughly mixed. In the last step the slips are taken out randomly

without looking at them. The number of slips drawn is equal to the sample size

required.
Lottery method suffers from few drawbacks. The process of writing N

number of slips is cumbersome and shuffling a large number of slips, where

population size is very large, is difficult. Also human bias may enter while

choosing the slips. Hence the other alternative i.e. random numbers can be

used.
(») Random Number Tables. These consist of columns of numbers which

have been randomly prepared. Number of random tables are available €.g.

Fisher and Yates Tables, Tippets random number etc. Listed below is 2
& Yates? table :

sequence of two digited random numbers from Fisher
61, 44, 65, 22, 01, 67, 76, 23, 57. 58, 54, 11, 33, 86, 07, 26, 75, 76, 64,
22. 19, 35, 74, 49, 86, 58, 69, 52, 27, 34, 91, 25, 34, 67, 76, 73, 27, 16, 53,

18, 19, 69, 32, 52, 38, 72, 38, 64, 81, 79 and 38.

The first step involves assigning a unique number to each member of the
ople then all individuals are

population e.g. if the population comprises of 20 pe

numbered from 01 to 20. If we are to collect 2 sample of 5 units then referring
o the random number tables 5 double digit numbers are chosen. €.g. using the
above table the units having the following five numbers will form a sample
01, 11, 07, 19 and 16. If the sampling is without replacement and a particular
random number repeats itself then it will not be taken again and the next

number that fits our criteria will be chosen.

Thus a simple random sample can be
Pn:‘?cfdures_ However in practice, it has been seen that simple random sample
. Si?nvfs lots of time and effort and is impractical. Zina O’Leary comments that
demal:l; Tg“d‘?m sampling is rarely used in practice because the process
elementz ! egtlﬁcatmn of all the elements of the population, lists of z:ll those
other méthag dsao‘:ay of f@donﬂy Sel‘ecting from this list-a tall order becrllt[?C
Sampling, are used.Pl'Obablluy sampling, also called as complex provd ility

drawn using either of the two

Il. Stratified Sampling

1s method of sampling is used in situation where the population can be
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easily divided into groups or strata which are distinctly t!ifl‘crcnl from cach
other. but the elements within a group are homogeneous with respect (g S0me
characteristics e.g. students of college can be divided into strata on the basig of
gender, courses offered, age etc. In this the population is first divideg intg
strata and then a simple random sample is taken from each stratum, Stratifieg

sampling is of two (types proportionate  stratified  sampling 4p,

disproportionate stratified sampling.

(@) Proportionate Stratified Sampling. In this the number of upjy
selected from each stratum is proportionate to the share of stratum in (he
population e.g. in a college there are total 2500 students out of which 1500
students are enrolled in graduate courses and 1000 are enrolled in post graduate
courses. If a sample of 100 is to be chosen using proportionate stratified
sampling then the number of undergraduate students in sample would be 60 and
40 would be post graduate students. Thus the two strata are represented in the
same proportion in the sample as is their representation in the population.

This method is most suitable when the purpose of sampling is to estimate
the population value of some characteristic and there is no difference in within-

stratum variances.

(b) Disproportionate Stratified Sampling. When the purpose of study is
to compare the differences among strata then it become necessary to draw
equal units from all strata irrespective of their share in population. Sometimes
some strata are more variable with respect to some characteristic than other
strata, in such a case a larger number of units may be drawn from the more
variable strata. In both the situations the sample drawn is a disproportionate

stratified sample.
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lll. Systematic Sampling

It is a very versatile and simple form of probability sampling. In this
method every n item within a defined population is selected in the sample. It
involves beginning with a random start of an element in the range of 1 to n.
The sample ratio vis-a-vis the total number of entries is worked out and after a

random start every n item is chosen e.g. every 20th person in the list or every
10th house could be chosen as a part of the sample.

The major advantage of systematic sampling is that there is no need to
assign a unique number to each element or use random number tables. It is
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Statistlcall}' more efﬁcieﬂt lf the POPUlatlon elements haVC S]n-"laI

.. sampling suffers from two major
characteristics. The SYS™* .. yrend. In case there is “periodiciy: i:ackg

, . g ot .
viz., pt*:nodtllt]‘,l:yc (;I::idl::n iih the sampling ratio, then the randomneg, i Ine
populjmon a -+ sampling is used 0 generate weekly store sajeg fo i
e.g. 1‘f systematltomami weekly sales of past two years and the Sar:] a
samphng- frame C o sample would not reflect the weekly variation i sal t
interval is 7, then . arval coincides with the period of data colje; N
This is because € 5 ¢ nere is a ‘monotonic trend’ in population j e ?}?
The second proble o arranged in some order like a chronological orde} 0:

. as . <y
sampling framf:O jargest €(C. €& the population of India’s software industry

e of 3000 companies which have been arranged from the smalles ¢,
and a sample of 100 is drawn with a sample interval of 15, g
randomly from a company listed on number 12. Then drawing
mpany would exclude the top or largest companies from the

sample.

Iv. Cluster Sampling
that ideally speaking, are

In cluster sampling, Zroups of elements
heterogeneous in nature within group, are chosen randomly. Unlike stratified
sampling where groups ar¢ homogeneous and few elements are randomly
ps chosen from each group, in cluster sampling the group with intra group
:: hetrogeneity are developed and all the elements within the group become a part
os of the sample. Whereas stratified sampling has intra group homogeneity and
inter group heterogeniety, cluster sampling has intra group heterogeneity ¢€.g.
committee comprising of number of members from different departments has a
high degree of hetrogeneity. When from number of such committees, few are
chosen randomly, then it is a case of cluster sampling.

This is an example of one stage cluster sampling. If from each cluster
which has been randomly chosen, few elements are chosen randomly using
simple random sampling or any other probability method then it is a two Stge
clus'tcr sampling. A cluster sample can be a multiple stage sampling, when the
Chqlce of element in a sample involves selection at multiple stages €.&. if ina
1;:;101131 sHirvey on i_nsurance products a sample of insurance companies is t0 be
theﬁ;sg: ;re;l“‘res developing f:lusters at multiple stages. In the first stage
mext stage a ) rOrmed on the basis f’f public and private companies. Al the
developed earuiroﬁ ﬂ(:f companies is chosen randomly from each clustel
from where data is toebt:,'1 ird stage the office location of each chosen company
sampling, probabiltty seam L chosen rendomly. T o multistage
primary unit a sample 0;1[: ping of primary units is done, then from C?fCh
the ﬁna]econdm sampling units is drawn and then the third

stage of breakdown for the sample units.

V. Area Sampling

leve]‘i tl“ we [‘each

A Variant of
cluster I
sampling is area sampling. In area sampling, roupPs or
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clusters are formed on geographic basis such as sectors, bloc
particular block is chosen randomly and then all the units or households within
the block are included in the sample. This is a single stage area sampling.
Cluster sampling or area sampling is particularly suitable when sampling frame
does not include every member of the population, but lists of clusters or
geographical areas are available. However, a major drawback is that the

Clusters are rarely heterogeneous e.g. houses within a block are more similar
than dissimilar.

ks etc. In this a

VI. Sequential Sampling

A complex form of sampling, it involves drawing samples in a sequence,
but data collection and analysis is done at each stage. The size of the sample is
not fixed in advance but a decision rule is stated before the sampling begins. At
each stage after analysis has been done, the decision rule is checked to see if
further sampling is to be continued or not, e.g. a sample of consumers is Qrawn
to study their proclivity for domestic or foreign brands in AC’s. In .[hlS '-h"‘-”
sampling is continued till the time sufficient data is collected to establish their
preference.

Scanned by CamScanner



™) NON PROBABILITY SAMPLING

convenience sampling

e researcher has the
sedom of choosing any
spondent based on his
nvenience.

udgement Sampling is a
urposivesmnplingwhem

10se respondents are
elibaretely made a part of
ample, which meet
ssearch purpose based on
searcher’s own
dgement.

uota sampling, group
created which are
)genous within and a
| is fixed for each

l. Convenience Sampling

: non probability sampling done wj,

The most common type of _ lP ‘s the rescarcher has e hoy ,
restrictions is convenience sampling. In (s ! 8 the fregq,

, i m
choosing any respondent based on his convenience. Respondents becog, . rr
of the sample because they happ

en to be at the right place and at the rigy, ””:‘,.
e.g. in surveys conducted at a retail outlet or shopping ma“. i"“iTVicys, f’@‘fpz‘{
who happen to be at these places at.lhe time lh'c rt?s';p'onsc‘ was f’clng ks

le. Convenience sampling is an economical ey, g

become a part of the samp : %0
and is generally used in exploratory phase of a research project. The Samplip,
units are cooperative, easily accessible and reachable. However CONVeniepy,

sampling suffers from many drawbacks like bias, less precision and [4ck of
proper representation of the population.

Il. Judgement Sampling

It is a kind of purposive sampling where those respondents are deliberatel,
made a part of a sample, by virtue of their position, knowledge or any oihe;
criteria, which meet research purpose. In this case the researcher uses his owp
judgement or expertise to decide who would be a part of the sample e.g. if
survey is being conducted on finding out what it takes to be a student union
leader, then it is the people who are in this position i.e. student union leaders,
or those who frequently interact with such people, who can give first hand
information. This method is particularly suitable when only a limited number
of people have access to the knowledge or information required for research.
This sampling does not allow for generalizability to a specific population since
it does not represent a population explicitly.

lll. Quota Sampling

This method is used when a researcher needs certain group to be
adequately represented. In this groups are created which are homogeneous with
respect to certain characteristics within group. A quota is fixed for each group
and sample units are drawn from the group. The quota sampling is similar to
stratified sampling except for the fact that no sampling frame is used and
sample units are drawn on convenience basis instead of random basis. The
researcher while drawing the sample, using this method, tries to ensure that the
composition of sample is the same as the composition of population with
respect to the characteristics of interest. It is also possible to assign quotas 10 2
group which is greater than the proportion of that group in the population €.g-
while studying consumer behaviour it may be desirable to oversample heavy
users of a product so that their behaviour can be studied in detail. Quotd
sampling tries to make the sample representative at a low cost.

IV. Snow Ball Sampling
In this a set of respondents are selected initially and interviewed. Afcf
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i snow ball sampling a set
o respondents are selected
pinaly and interviewed and
they further recommend the

namas of other peopie.

thi_s.-Lhcse respondents are asked to list the names of other people who in their
opinion are a part of the target population. Thus it is like setting the ball in
motion whereby referrals are obtained from referrals, thus creating a snow ball
effect which keeps on growing in size as it rolls down. It has been seen that
people referred by the respondents have greater demographic and
psychographic characteristics similar to them than they would occur by chance.
This technique has the advantage of locating right people with the desired

characteristics at a low cost.
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Advantages: Some advantages of simple random sampling are:

(1) All elements in the population have an equal chance of being selected.

(2) Of all the probability sampling techniques, simple random sampling is the easiest to apply.
(3) 1t 1s the most simple type of probability sampling to understand.

(4) It does not require a prior knowledge of the true composition of the population.

(5) The amount of sampling error® associated with any sample drawn can easily be computed.
Disadvantages: The simple random sampling techniques suffers from certain drawbacks.

(1) It is often impractical, because of non-availability of population list, or of difficulty in
enumerating the population. For example, it is difficult to get a current accurate list of
T:US&I'IO‘Ids in a city or a list of landless rural agricultural labourers who migrate from area

4rea In search of employment or a list of households of a nomadic tribe.

(2) The use of sim

info ple random sampling may be wasteful because we fail to use all of the known

rmation about the population.

This techn; .
th que does not ensure proportionate representation to various groups constituting
€ population, IRV :

(3)
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erTOT in this sampling is greater than that in other probability samples of the

cause it is less precise than other methods.
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ample required to ensure its representativeness is usually larger under this
tpe of sampling than under other random sampling techniques.

These problems have led to the development of alternative superior random sampling designs
like stratified random sampling, systematic sampling, etc.
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Advantages: T
(1) It enhance® ihe represgntatweness of the sample by giving proper representation 1o all sub

aroups 1n the populatlon. |

~, I; gives higher statistical efficiency than that given by simple random sampling for a given
- c o

he principal advantages of proportionate stratified sampling are:
g are:

sample Size.

2, It is easy o carry out this sample method.

41 This method gives a self-weighing sample, the population mean can be estimated simply by
calculating the sample mean.

Disadvantages: The drawbacks of the proportionate stratified random sampling are:

1) A prior knowledge of the composition of the population and the distribution of the population
characteristics are required to adopt this method.

(2) This method is very expensive in time and money. Of course its greater efficiency may
offset the additional cost.

(3) The identification of the strata might lead to classification errors. Some elements may be
included into the wrong strata. This may vitiate the interpretation of survey results.
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Advantages: The major advantages of disproportionate sampling are:

(I) It is less time consuming compared with proportionate sampling, because the researcher js
not necessarily concerned about the proportionate representativeness of his resulting sample

as in the latter method.

(2) It facilitates giving appropriate weighing to particular groups, which are small but more

important.
Disadvantages: The disadvantages of disproportionate sampling are:
(I) This method does not give each stratum proportionate representation. Hence, the resulting

sample may be less representative.
(2) This method requires a prior knowledge of the composition of the population, which is not

always possible.
(3) This method is also subject to classification errors. It is possible that the researcher ma)

misclassify certain elements.
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Advantages: The major advantages of systematic sampling are:
(1) It is much simpler than random sampling. It is easy to use.
(2) It is easy to instruct the field investigators to use this method.

(3) This method may require less time. A researcher operating on a limited time schedule will
prefer this method.

(4) This method is cheaper than simple random sampling.
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(5) It is easier to check whether every ‘k’th has been included in the sample.

(6) Sample is spread evenly over the population.

(7) It is statistically more efficient than a simple random sample when population elements are
ordered chronologically, by size, class, etc. Then systematic sampling gives 4 betier
representative sample.

Disadvantages: The primary disadvantages of systematic sampling are:

(1) This method ignores all elements between two ‘k’th elements selected. Further, except the
first element, other selected elements are not chosen at random. Hence, this sampling cannot
be considered to be a probability sampling in the strict sense of the term.

(2) As each element does not have an equal chance of being selected, the resulting sample is
not a random one. For studies aiming at estimations or generalizations, this disadvantage
would be a serious one.

(3) This method may sometimes give a biased sample. If by chance, several ‘k’th elements
chosen represent a particular group, that group would be over-representated in the sample.
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